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1. Introduction

In game theory and in particular in the theory of stochastic games, we
encounter systems of polynomial equalities and inequalities. We start with
a few examples.

The first example relates to the minmax value and optimal strategies of
a two-person zero-sum game with finitely many strategies. Consider a two-
person zero-sum game represented by a k ×m matrix A = (aij), 1 ≤ i ≤ k
and 1 ≤ j ≤ m. The necessary conditions for the variables v, x1, . . . , xk

and y1, . . . , ym to be the minmax value and optimal strategies of player
1 (the maximizer and row player) and player 2, respectively, are given by
the following list of polynomial inequalities and equalities in the variables
v, x1, . . . , xk, y1, . . . , ym:

xi ≥ 0 i = 1, . . . , k,
k∑

i=1

xi = 1, yj ≥ 0 j = 1, . . . , m,
m∑

j=1

yj = 1

k∑

i=1

xiaij ≥ v j = 1, . . . ,m, and
m∑

j=1

yjaij ≤ v i = 1, . . . , k.

The second example concerns the equilibrium strategies and payoffs of
an n-person strategic game with finitely many strategies. Consider an n-
person game with finite pure strategy sets Ai, i = 1, . . . , n, and payoff
functions gi : A → R where A = ×n

i=1A
i. Let Xi denote the set of mixed

strategies of player i. Each element xi ∈ Xi is a list of variables xi(ai) ∈ R,
ai ∈ Ai with xi(ai) ≥ 0 and

∑
ai∈Ai xi(ai) = 1. The necessary conditions

for the variables xi ∈ RAi
, i = 1, . . . , n, to be a strategic equilibrium with

corresponding payoffs vi ∈ R, i = 1, . . . , n, are given by the following list
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of polynomial inequalities and equalities:

xi(ai) ≥ 0 i = 1, . . . , n, ai ∈ Ai,

∑

ai∈Ai

xi(ai) = 1 i = 1, . . . , n,

∑

a∈A

(
n∏

j=1

xj(aj))gi(a) = vi i = 1, . . . , n,

∑

a−i∈A−i


∏

j 6=i

xj(aj)


 gi(a−i, bi) ≤ vi i = 1, . . . , n bi ∈ Ai,

where A−i = ×j 6=iA
j and for bi ∈ Ai and a−i = (aj)j 6=i ∈ A−i, (a−i, bi)

is the element of A whose i-th coordinate is bi and whose j-th coordinate,
j 6= i, is aj .

The present chapter brings together parts of the theory of polynomial
equalities and inequalities used in the theory of stochastic games. The the-
ory can be considered as a theory of polynomial equalities and inequalities
over the field of real numbers or the field of real algebraic numbers or more
generally over an arbitrary real closed field. Real closed fields are defined in
the next section. The reader who is interested in the theory over the field
of real numbers R can skip the next section.

2. Real Closed Fields

The content of this section is part of the theory developed by Artin and
Schreier for the positive solution of Hilbert’s seventeenth problem: Is every
polynomial P ∈ R[X1, . . . , Xn] with P (x1, . . . , xn) ≥ 0 for every (x1, . . . , xn)
∈ Rn a sum of squares of rational functions? This material can be found in
many books, for example [4].

A real field F is a field F such that for every finite list of elements
x1, . . . , xn ∈ F with

∑n
i=1 x2

i = 0 we have xi = 0 for every 1 ≤ i ≤ n.
The characteristic of a real field is 0. The field of real numbers R is a real
field. Every subfield of a real field is a real field and thus the field of real
algebraic numbers Ralg and the field of rational numbers Q are real fields.
Another example of a real field is the field of rational functions R(X) in
the variable X.

A real closed field is a real field F that has no nontrivial real algebraic
extension F1 ⊃ F , F1 6= F . Equivalently, a real closed field is a field F
such that the ring F [i] = F [X]/(X2 +1) is an algebraically closed field. An
important property of a real closed field F is that every polynomial of odd
degree P in F [X] has a root in F .
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An ordered field (F,≤) is a field F together with a total order relation
≤ satisfying: (i) x ≤ y ⇒ x + z ≤ y + z and (ii) 0 ≤ x, 0 ≤ y ⇒ 0 ≤ xy. An
element x ∈ F (where (F,≤) is an ordered field) is called positive if and
only if 0 ≤ x.

The classic examples of ordered fields are the field of rational numbers
Q, the field of real numbers R and the field of real algebraic numbers Ralg

with the natural order (x ≤ y ⇔ 0 ≤ y − x).
We next describe an order on the field R(X) of rational functions of

X. If P (X) =
∑n

i=k aiX
i where 0 ≤ k ≤ n are nonnegative integers and

ak 6= 0 then P (X) > 0 if and only if ak > 0, and P (X)
Q(X) > 0 if and only

if P (X)Q(X) > 0. An equivalent definition of this ordering is obtained
by realizing that each rational function P (X)/Q(X) defines a real-valued
function x 7→ P (x)/Q(x) on any sufficiently small right neighborhood of 0
and then P (X)/Q(X) > 0 if and only if for all sufficiently small values of
x > 0, P (x)/Q(x) > 0.

Every sum of squares in an ordered field (F,≤) is a positive element.
Not every positive element in an ordered field (F,≤) is a sum of squares.
However, if F is a real closed field, for every x ∈ F , either x is a square
in F or −x is a square in F . Therefore, there is a unique total order ≤ on
a real closed field F so that (F,≤) is an ordered field; this unique order is
defined by x ≤ y if and only if y − x is a square.

3. Puiseux Series

We now turn to describe a field that plays an important role in the theory
of stochastic games: the field of real Puiseux series. A Puiseux series (over
a field F ) is a formal expression f of the form

f =
∞∑

i=k

aiX
i/M

where ai ∈ F and M is a positive integer. In other words, a Puiseux series
is a formal Laurent series in fractional powers of X. Two Puiseux series
f =

∑∞
i=k aiX

i/M and g =
∑∞

j=` bjX
j/N are identified if and only if for

all i ≥ k with ai 6= 0, j = iN/M is an integer ≥ ` and bj = ai, and
for all j ≥ ` with bj 6= 0, i = jM/N is an integer ≥ k and bj = ai.
Therefore, given a positive integer N , the Puiseux series f =

∑∞
i=k aiX

i/M

is identified with the Puiseux series f =
∑∞

j=kN αjX
j/(MN) where αiN = ai

and αj = 0 whenever j is not a multiple of N . Therefore, given two Puiseux
series f =

∑∞
i=k aiX

i/M and g =
∑∞

j=` bjX
j/N we can assume without

loss of generality that N = M and k = `, and with that assumption on
the representation of f and g, the sum f + g is defined as the formal
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sum, i.e., f + g ≡ ∑∞
i=k aiX

i/M +
∑∞

i=k biX
i/M :=

∑∞
i=k(ai + bi)Xi/M ,

and the product of f and g is defined as the formal Abel product of the
series, i.e., as the Puiseux series

∑∞
i=2k ciX

i/M where the coefficients cn,
n ≥ 2k, are defined by cn =

∑n−2k
i=k aibn−i. The collection of all Puiseux

series over a field F is a field F (X)∧. If F is ordered so is F (X)∧ by
defining

∑∞
i=k aiX

i/M > 0 whenever ak > 0. It is known that C(X)∧ is
algebraically closed ([7], p.98). Of particular importance are the subfields,
C(X)c∧, Cc∧

alg, R(X)c∧ and Ralg(X)c∧ of C(X)∧, consisting of all convergent
Puiseux series, i.e., all series

∑∞
i=k aiX

i/M (ai ∈ C, ai ∈ Calg, ai ∈ R and
ai ∈ Ralg respectively), such that for all sufficiently small real numbers
x > 0, the series

∑∞
i=k |ai|xi/M converges. The fields C(X)c∧ and Calg(X)c∧

are algebraically closed.

4. Semialgebraic Sets and Functions

Throughout the remainder of this chapter R is a fixed real closed field. The
reader that is interested in the theory over the field of real numbers R can
replace in all the definitions and results below the real closed field R with
R.

A subset V of Rn is a semialgebraic set if V belongs to the smallest
Boolean ring of subsets (i.e., closed under complements, finite union and
finite intersections) of Rn which contains the sets

{x = (x1, . . . , xn) ∈ Rn | p(x) ≥ 0}, p ∈ R[X1, . . . , Xn].

Note that the inequality ≥ in the above definition can be replaced with
any one of the following inequalities: ≤, > or <. Indeed, the set {x =
(x1, . . . , xn) ∈ Rn | p(x) ≤ 0} = {x = (x1, . . . , xn) ∈ Rn | (−p)(x) ≥ 0},
the sets {x = (x1, . . . , xn) ∈ Rn | p(x) < 0} and {x = (x1, . . . , xn) ∈ Rn |
p(x) > 0} are the complement (in Rn) of the sets {x = (x1, . . . , xn) ∈
Rn | p(x) ≥ 0} and {x = (x1, . . . , xn) ∈ Rn | p(x) ≤ 0} respectively.
Similarly, every real algebraic set {x = (x1, . . . , xn) ∈ Rn | p(x) = 0},
p ∈ R[X1, . . . , Xn], is the intersection of the two semialgebraic sets {x =
(x1, . . . , xn) ∈ Rn | p(x) ≥ 0} and {x = (x1, . . . , xn) ∈ Rn | p(x) ≤ 0}, and
thus it is semialgebraic. An equivalent definition of a semialgebraic set is:

Definition 1 A subset V of Rn is called semialgebraic if it is the finite
union of sets of the form

(∩k
i=1{x ∈ Rn : Pi(x) = 0}) ∩ (∩r

j=1{x ∈ Rn : Qi(x) > 0}),

where for every i = 1, . . . , k and every j = 1, . . . , r, Pi ∈ R[X1, . . . , Xn] and
Qj ∈ R[X1, . . . , Xn].
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Given Pi ∈ R[X1, . . . , Xn], 1 ≤ i ≤ k, then Pi(x) = 0 for every 1 ≤ i ≤ k

if and only if
∑k

i=1 P 2
i (x) = 0. Therefore, another equivalent definition of

a semialgebraic set is:

Definition 2 A subset V of Rn is called semialgebraic if it is the finite
union of sets of the form

{x ∈ Rn : P0(x) = 0 and Pi(x) > 0 ∀1 ≤ i ≤ r},

where for every i = 0, . . . , r, Pi ∈ R[X1, . . . , Xn].

Definition 3 A function ϕ : V → U ⊂ Rn where V ⊂ Rk is called semi-
algebraic if its graph, {(x, y) ∈ Rk+n | x ∈ V and ϕ(x) = y}, is semialge-
braic.

We will later see (as a result of the Tarski–Seidenberg Theorem (The-
orem 1 below)) that if ϕ : V → U ⊂ Rn is semialgebraic so is the set V .
Therefore, an equivalent definition of a semialgebraic function is the one
that requires in addition that the domain V be semialgebraic. A simple
corollary of the above definitions is

Corollary 1 For every semialgebraic function ϕ : V → Rn, V ⊂ Rk,
there is a non-zero polynomial P ∈ R[X1, . . . , Xk, Y1, . . . , Yn], such that
P (x, ϕ(x)) = 0 for every x ∈ V .

Proof. We prove the result for the case R = R. The extension of
the result to an arbitrary real closed field needs a minor modification to
the argument below that uses open sets in Rk+n, e.g., by defining prop-
erly Euclidean open sets in Rn. The graph of ϕ is the union of finitely
many nonempty sets Gi, i ∈ K (where K is a finite set), of the form
Gi = {(x, y) ∈ Rk+n | fi(x, y) = 0, and gi,j(x, y) > 0, j = 1, . . . , ki} with
fi, gi,j ∈ R[X, Y ]. As ϕ is a function, its graph does not contain an open set,
and therefore each one of the polynomials fi is not identically zero, and thus
the polynomial P =

∏
i fi ∈ R[X, Y ] satisfies P 6= 0 and P (x, ϕ(x)) = 0 for

every x ∈ V .
Remarks. The following are immediate corollaries of the definition of

semialgebraic sets.

− Every finite subset V ⊂ Rn is a semialgebraic set.
− If V is a semialgebraic subset of Rn then V × Rm is a semialgebraic

subset of Rn+m.
− If V is a semialgebraic subset of Rn+k and x ∈ Rn, the set {y ∈ Rk |

(x, y) ∈ V } is a semialgebraic subset of Rk.
− Any semialgebraic subset of R is either empty or a finite union of

intervals. Equivalently, the semialgebraic subsets of R are exactly the
finite unions of points and open intervals (bounded or unbounded).
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4.1. EXAMPLES OF SEMIALGEBRAIC SETS

E.1 For each fixed x ∈ Rn and r > 0 the ball of radius r and center
x, {y ∈ Rn :

∑n
i=1(yi − xi)2 < r2} is a semialgebraic subset of Rn, and

{(x, r, y) ∈ R2n+1 : x ∈ Rn, r ∈ R, y ∈ Rn, and
∑n

i=1(yi − xi)2 < r2} is a
semialgebraic subset of R2n+1.

E.2 If V is a semialgebraic subset of Rn, then {(x, r, y) ∈ R2n+1 : x ∈
Rn, r ∈ R, y ∈ V, and

∑n
i=1(yi − xi)2 < r2} is a semialgebraic subset of

R2n+1.
For a fixed finite set K we denote by ∆(K) the simplex of probabil-

ities on K, i.e., the subset of RK given by {x ∈ RK : ∀k ∈ K,xk ≥
0, and

∑
k∈K xk = 1}, and if K = {1, . . . , n} we denote ∆(K) by ∆n.

We now turn to game-theoretic examples of semialgebraic sets.

4.2. GAME-THEORETIC EXAMPLES OF SEMIALGEBRAIC SETS

E.3 For any fixed list of real numbers aij , i = 1, . . . , n and j = 1, . . . , m,
the optimal strategies and value of the two-person zero-sum game (aij),
i.e., {(x, y, v) ∈ Rn+m+1 : x ∈ ∆n, y ∈ ∆m, v ∈ R, s.t. ∀j ∑n

i=1 xiaij ≥
v and ∀i ∑m

j=1 yjaij ≤ v} is a semialgebraic set.

E.4 For any fixed positive integers, n and m, the graph of the correspon-
dence that maps each n×m two-person zero-sum game to the set of optimal
strategies and value, i.e., the set {(a, x, y, v) ∈ Rnm+n+m+1 : a ∈ Rn×m, x ∈
∆n, y ∈ ∆m, v ∈ R, s.t.

∑n
i=1 xiaij ≥ v ∀j and

∑m
j=1 yjaij ≤ v ∀i} is a

semialgebraic subset of Rnm+n+m+1.

E.5 Similarly, for any positive integers n, m1, . . . , mn, the graph of the
equilibrium correspondence that maps each n-person game in which player i
has mi pure strategies to the set of equilibrium strategies and corresponding
payoffs is a semialgebraic subset of Rn

Qn
i=1 mi+

Pn
i=1 mi+n.

4.3. EXAMPLES OF SEMIALGEBRAIC SETS IN STOCHASTIC GAMES

E.6 The value and optimal strategies correspondence of zero-sum
two-person stochastic games. Consider the family of all two-person
zero-sum stochastic games with a fixed finite state space S, and fixed finite
action sets: for every player i = 1, 2 and every state z ∈ S the set of
actions of player i at state z ∈ S is a finite set Ai(z). We denote by A(z)
the cartesian products A1(z) × A2(z). The family of all two-person zero-
sum stochastic games with the fixed state space S, and the fixed action sets
A(z), z ∈ S, is parameterized by the list of payoffs (to player 1) r(z, a) ∈ R,
(z ∈ S and a ∈ A(z)), and the list of transition probabilities p(z, a) ∈ ∆(S),
(z ∈ S and a ∈ A(z)). A stationary strategy of player i is represented
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by a list of vectors xi
z ∈ ∆(Ai(z)), z ∈ S. Then the set of all vectors

(λ, xi
z, r(z, a), p(z, a), Vz) such that:

1) 0 < λ < 1
2) ∀z ∈ S, x1

z ∈ ∆(A1(z)) and x2
z ∈ ∆(A2(z))

3) ∀z ∈ S and ∀a ∈ A(z), r(z, a) ∈ R
4) ∀z ∈ S and ∀a ∈ A(z), p(z, a) ∈ ∆(S)
5) ∀z ∈ S, Vz ∈ R
6) ∀z ∈ S and ∀a2 ∈ A2(z),

∑

a1∈A1(z)

x1
z(a

1)

(
r(z, a1, a2) + λ

∑

z′∈S

p(z, a1, a2)(z′)Vz′

)
≥ Vz

and
7) ∀z ∈ S, ∀a1 ∈ A1(z),

∑

a2∈A2
z

x2
z(a

2)

(
r(z, a1, a2) + λ

∑

z′∈S

p(z, a1, a2)(z′)Vz′

)
≤ Vz,

is a semialgebraic subset of

R1+
P

z∈S(|A1(z)|+|A2(z)|)+Pz∈S |A(z)|+Pz∈S |A(z)||S|+|S|.

The above set is the set of all two-person zero-sum stochastic games
with the fixed set of states S, discount factors λ, and all corresponding un-
normalized value payoffs Vz (z ∈ S) with corresponding stationary optimal
strategies xi

z ∈ ∆(Ai(z)) (of the discounted stochastic games with payoff
functions described by the real numbers r(z, a), z ∈ S and a ∈ A(z), and
transitions described by the vectors p(z, a) ∈ ∆(S)) and discount factor λ.
Similarly for fixed payoffs r(z, a), z ∈ S and a ∈ A(z), and fixed transitions
p(z, a) ∈ ∆(S), z ∈ N and a ∈ A(z), the set of all vectors (λ, xi

z, Vz) sat-
isfying the polynomial inequalities and equalities 1), 2), 5), 6), and 7), is
a semialgebraic set; it is the graph of the correspondence that maps each
discount factor λ to the unnormalized value payoffs Vz (z ∈ S) with the cor-
responding stationary optimal strategies xi

z ∈ ∆(Ai(z)) of the discounted
stochastic games with discount factor λ with payoff functions described by
the real numbers r(z, a), z ∈ S and a ∈ A(z), and transitions described by
the vectors p(z, a) ∈ ∆(S).
E.7 The equilibrium correspondence of n-person stochastic games.
Consider the family of all stochastic games with a fixed finite set of players
N = {1, . . . , n}, a fixed finite state space S, and fixed finite action sets: for
every player i ∈ N and every state z ∈ S the set of actions of player i ∈ N
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at state z ∈ S is a finite set Ai(z). We denote by A(z) and A−i(z) the
cartesian products ×j∈NAj(z) and ×j∈N,j 6=iA

j(z) respectively. The family
of all stochastic games with the fixed set of players N , the fixed state space
S, and the fixed action sets A(z), z ∈ S, is parameterized by the list of
payoffs ri(z, a) ∈ R, (i ∈ N , z ∈ S and a ∈ A(z)), and the list of transition
probabilities p(z, a) ∈ ∆(S), (z ∈ S and a ∈ A(z)). A stationary strategy
of player i is represented by a list of vectors xi

z ∈ ∆(Ai(z)), z ∈ S. Then
the set of all vectors (λ, xi

z, r
i(z, a), p(z, a), V i

z ) such that:
1) 0 < λ < 1
2*) ∀i ∈ N and ∀z ∈ S, xi

z ∈ ∆(Ai(z))
3*) ∀i ∈ N , ∀z ∈ S and ∀a ∈ A(z), ri(z, a) ∈ R
4) ∀z ∈ S and ∀a ∈ A(z), p(z, a) ∈ ∆(S)
5*) ∀i ∈ N and ∀z ∈ S, V i

z ∈ R
6*) ∀z ∈ S and ∀i ∈ N ,

∑

a∈A(z)

Πj∈Nxj
z(a

j)

(
ri(z, a) + λ

∑

z′∈S

p(z, a)(z′)V i
z′

)
= V i

z

and
7) ∀z ∈ S, ∀i ∈ N and ∀bi ∈ Ai(z),

∑

a−i∈A−i(z)

Πj∈N, j 6=ix
j
z(a

j)

(
ri(z, a−i, bi) + λ

∑

z′∈S

p(z, a−i, bi)(z′)V i
z′

)
≤ V i

z ,

is a semialgebraic subset of

R1+
P

i∈N

P
z∈S |Ai(z)|+Pz∈S |N ||A(z)|+Pz∈S |A(z)||S|+|N ||S|.

The above set is the set of all stochastic games with the fixed players and
state sets N and S respectively, discount factors λ, and all corresponding
unnormalized equilibrium payoffs V i

z (i ∈ N and z ∈ S) with corresponding
stationary equilibrium strategies xi

z ∈ ∆(Ai(z)) (of the discounted stochas-
tic games with discount factor λ, with payoff functions described by the
real numbers ri(z, a), z ∈ S and a ∈ A(z), and transitions described by the
vectors p(z, a) ∈ ∆(S)). Similarly for fixed payoffs ri(z, a), i ∈ N , z ∈ S
and a ∈ A(z), and fixed transitions p(z, a) ∈ ∆(S), z ∈ N and a ∈ A(z),
the set of all vectors (λ, xi

z, V
i
z ) satisfying the polynomial inequalities and

equalities 1), 2*), 5*), 6*), and 7*), is a semialgebraic set; it is the graph
of the correspondence that maps the discount factors λ to all unnormalized
equilibrium payoffs V i

z (i ∈ N and z ∈ S) with the corresponding sta-
tionary equilibrium strategies xi

z ∈ ∆(Ai(z)) of the discounted stochastic
games with discount factor λ, with payoff functions described by the real
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numbers ri(z, a), z ∈ S and a ∈ A(z), and transitions described by the
vectors p(z, a) ∈ ∆(S).

5. The Tarski–Seidenberg Theorem

In this section we state the Tarski–Seidenberg theorem. In a later section
we will state a general structure theorem for semialgebraic sets from which
the Tarski–Seidenberg theorem will follow.

The following is a statement of the Tarski–Seidenberg theorem in a
geometric form.

Theorem 1 Let V ⊂ Rn+m be a semialgebraic set, and let π : Rn+m → Rn

be the natural projection on the first n coordinates; i.e., π(x1, . . . , xn+m) =
(x1, . . . , xn). Then πV ⊂ Rn is semialgebraic.

Notice that the natural projection on the first n coordinates of a subset
V ⊂ Rn+m is the set {x ∈ Rn | ∃y ∈ Rm s.t. (x, y) ∈ V }. Therefore,
an equivalent statement of the Tarski–Seidenberg theorem asserts that for
every semialgebraic set V ⊂ Rn+m, the set {x ∈ Rn | ∃y ∈ Rm s.t. (x, y) ∈
V } is semialgebraic. Similarly, the set {x ∈ Rn | ∀y ∈ Rm (x, y) ∈ V } is the
complement of {x ∈ Rn | ∃y ∈ Rm s.t. (x, y) ∈ V c} (where V c denotes the
complement of V ) and thus it is semialgebraic. We now state a corollary of
the Tarski–Seidenberg theorem which extends the above observation to an
arbitrary number of universal quantifiers.

Corollary 2 Assume that k,m1, . . . , mk are positive integers, that Vi ⊂
Rmi, 1 ≤ i ≤ k, are semialgebraic sets, and that V is a semialgebraic
subset of R

Pk
i=1 mi. Then, if for every 1 < i ≤ k, Qi stands for either

∃xi ∈ Vi s.t. or ∀xi ∈ Vi, then the set

VQ = {x1 ∈ V1 | Qk . . . Q2 (x1, . . . , xk) ∈ V }
is semialgebraic.

Proof. The proof is by induction on k. For k = 2, the set {x1 ∈ V1 |
∃x2 ∈ V2 s.t. (x1, x2) ∈ V } is the projection on the first m1 coordinates
of the set V ∩ V1 × V2, and the complement in V1 of the set {x1 ∈ V1 |
∀x2 ∈ V2 (x1, x2) ∈ V } is the projection on the first m1 coordinates of
the semialgebraic set V c ∩ V1 × V2. Therefore, if k = 2, the set VQ is
semialgebraic. Assume that k > 2. By the induction hypothesis the set

U = {(x1, xk) ∈ V1 × Vk | Qk−1 . . . Q2 (x1, . . . , xk−1, xk) ∈ V }
is semialgebraic, and

VQ = {x1 ∈ V1 | Qk (x1, xk) ∈ U}
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and thus VQ is semialgebraic.

6. Applications of the Tarski–Seidenberg Theorem

A useful property of continuous semialgebraic functions ϕ : (0, r) → R is
stated in the next proposition. A more detailed property of semialgebraic
functions ϕ : (0, r) → R is stated later.

Proposition 1 Let ϕ : (0, r) → R be a continuous semialgebraic function.
Then there exists 0 < θ < r such that ϕ is monotonic on (0, θ).

Proof. By Corollary 1, there is f ∈ R[X,Y ] with f 6= 0 and f(x, ϕ(x)) =
0 for every x ∈ (0, r). In case that the degree of the polynomial f with
respect to the variable X, degXf is 0, the function ϕ is a constant. We
prove the proposition by induction on degX f + degY f where f ∈ R[X,Y ]
with f(x, ϕ(x)) = 0 for every x ∈ (0, r).

For every choice of signs ε = (ε1, ε2) ∈ {−1, 0, 1}2, the set

Aε = {x ∈ (0, r) | sign
∂f

∂X
(x, ϕ(x)) = ε1 and sign

∂f

∂Y
(x, ϕ(x)) = ε2}

is semialgebraic and ∪εAε = (0, r). As every semialgebraic subset of R is
the union of finitely many open intervals and finitely many points, there is ε
and 0 < θ < r such that Aε ⊃ (0, θ). In case that either ε1 or ε2 equals 0, the
monotonicity of ϕ follows from the induction hypothesis. As the functions
∂f
∂X and ∂f

∂Y are continuous on R2 and the function ϕ is continuous on (0, θ),
the function ϕ is monotonic decreasing on (0, θ) whenever ε1ε2 > 0 and it
is monotonic increasing whenever ε1ε2 < 0.

The above monotonicity (in a sufficiently small right neighborhood of
0) of a semialgebraic function ϕ : (0, r) → R holds also for an arbitrary
real closed field R, and moreover, the continuity assumption is not needed.
However, when the field is either R or Ralg, the result is derived also from the
following more detailed property of a real semialgebraic (or real algebraic)
function:

Theorem 2 Let ϕ : (0, ε) → R be a semialgebraic function, where R stands
for either the field of real numbers R or the field of real algebraic numbers
Ralg. Then, there exist a positive integer M , an integer k, a positive con-
stant δ > 0 and a sequence of real numbers ak, ak+1, . . . ∈ R such that∑∞

i=k aix
i/M converges and equals ϕ(x) for 0 < x < δ.

Proof.1 It follows from Corollary 1 that there is a polynomial P (X, Y ),
P ∈ R[X, Y ], such that P (x, ϕ(x)) = 0. Consider the polynomial P as a

1An alternative proof (see [6], Lemma 6.2) to the one presented here relies on the
theory of algebraic functions (see, for instance, [3], Theorem 13.1).
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polynomial Q in the variable Y and with coefficients in R[x]. Assume that
the degree of the polynomial P with respect to Y is n. It follows that P
can be represented as P (X,Y ) =

∑n
i=1 Pi(X)Y i with Pn 6= 0 and thus we

can identify P ∈ R[X,Y ] with Q ∈ (R[X])[Y ]. Note that R[X] is identified
canonically with a subset of the algebraically closed field F of convergent
fractional power series with coefficients in R. Therefore, there are distinct
elements f1, . . . , fk ∈ F , k ≤ n, and positive integers n1, . . . , nk such that
Q(Y ) = Pn(X)Πk

i=1(Y − fi)ni and thus for every x > 0 sufficiently small
(so that Pn(x) 6= 0 and all the series defined by fi, i = 1, . . . , k, converge),
there is 1 ≤ i ≤ k such that ϕ(x) = fi(x). Let r > 0 be sufficiently small
so that for all 0 < x < r the series defined by fi(x), i = 1, . . . , k, converge
and fi(x) 6= fj(x) whenever 1 ≤ i < j ≤ k, Pn(x) 6= 0, and the function ϕ
is continuous on (0, r). It follows that on the interval (0, r) the function ϕ
coincides with one of the functions x 7→ fi(x), 1 ≤ i ≤ k. As ϕ is real-valued
all the coefficients of the Puiseux series fi are necessarily real. Moreover, if
fi =

∑∞
j=k ajX

j/M is a root of Q and all coefficients of Q are polynomials
in Ralg[X], it follows by induction on j − k that aj ∈ Ralg.

We now state an important implication of the above results to two-
person zero-sum stochastic games:

Theorem 3 (Bewley and Kohlberg [2]) For any two-player zero-sum
stochastic game with finitely many states and actions, the functions λ 7→ vλ,
vλ = (vλ(z))z∈S, where vλ is the λ-discounted value, are monotonic (and
thus in particular of bounded variation) in a right neighborhood of 0. More-
over, these functions are given, for sufficiently small values of λ, by con-
vergent series in fractional powers of λ. I.e., there are 1) a positive integer
M , 2) series of real numbers (ai(z))∞i=1, z ∈ S, and 3) λ0 > 0, such that
the series

∑∞
i=1 ai(z)λi/M converges for every 0 < λ < λ0 to vλ(z).

Proof. For each fixed initial state z, the map λ 7→ vλ(z) is semialgebraic;
its graph is the projection of a semialgebraic set (see E.6). The result follows
from the previous theorem.

We continue with classic applications of the Tarski–Seidenberg theorem.
The first corollary is often called the Tarski–Seidenberg theorem.

Corollary 3 Let X ⊂ Rn and Y ⊂ Rm. Assume that f : X → Y is a
semialgebraic map. Then X and the image f(X) ⊂ Y are semialgebraic
sets.

Proof. Let G be the graph of f . As f is semialgebraic, G is a semi-
algebraic subset of Rn+m. Note that f(X) coincides with π(G) where
π : Rn × Rm → Rm is the natural projection of Rn × Rm to Rm and
X coincides with the natural projection of G on Rn.
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Corollary 4 The composition of semialgebraic functions is a semi-
algebraic function.

Proof. Assume X ⊂ Rn, and ϕ : X → Y ⊂ Rm and ψ : Y → Z ⊂ Rk

are semialgebraic. Therefore the set {(x, y, z) ∈ Rn+m+k | x ∈ X, y =
ϕ(x) and z = ψ(y)} is the intersection of two semialgebraic sets and thus it
is semialgebraic. Its projection on Rn×Rk is the graph of the composition
ψ ◦ ϕ and by the Tarski–Seidenberg theorem it is semialgebraic.

Corollary 5 Let V ⊂ Rk and let f : V → Rn, g : V → Rn and h : V → R
be semialgebraic functions. Then f + g : V → Rn and hf : V → Rn are
semialgebraic functions.

Proof. The graph of the function f + g is the projection on the first
k + n coordinates of the semialgebraic set {(v, x, y, z) ∈ Rk+n+n+n | v ∈
V, x = y + z, f(v) = y and g(v) = z}. The graph of the function hf
is the projection on the first k + n coordinates of the semialgebraic set
{(v, x, y, r) ∈ Rk+n+n+1 | v ∈ V, f(v) = y, h(v) = r, and x = ry }.

The next corollary deals with the closure and interior of a semialgebraic
set V ⊂ Rn where the closure and interior are with respect to the Euclidean
topology on Rn which extends the classical Euclidean topology on Rn.

The Euclidean norm of an element x = (x1, . . . , xn) ∈ Rn is defined
as ‖x‖ =

√
x2

1 + . . . + x2
n. The Euclidean topology on Rn is defined as

the topology for which the open balls, {y ∈ Rn | ‖y − x‖ < r} where
x = (x1, . . . , xn) ∈ Rn and 0 < r ∈ R, form a basis of open subsets.
Continuity of Rn-valued semialgebraic functions is defined as continuous
functions with respect to the Euclidean topology. In other words, using the
ε, δ language, we observe that a semialgebraic function ϕ : V → Rn, where
V ⊂ Rk is continuous at x ∈ V if for every 0 < ε in R there is 0 < δ in R
such that for every y ∈ V with ‖y − x‖ < δ, ‖ϕ(y)− ϕ(x)‖ < ε.

Corollary 6 Let V be a semialgebraic set in Rn. Then the closure V̄ of V ,
its interior and its frontier are semialgebraic sets.

Proof. Note that as the family of semialgebraic sets is closed under
complementation and finite intersection, it is sufficient to prove that the
closure of a semialgebraic set is semialgebraic. Set U = {(x, r, y) ∈ Rn+1+n :
‖x− y‖2 < r2}. The set U is semialgebraic and V̄ = {x ∈ Rn : ∀r > 0 ∃y ∈
V s.t. (x, r, y) ∈ U}. Thus by Corollary 2, V̄ is semialgebraic.

We continue with a less classic application of the Tarski–Seidenberg
theorem. The functions defined in the lemma below use the infimum (largest
lower bound) and supremum (smallest upper bound) of semialgebraic sets.
A bounded set of a real closed field need not have a least upper bound.
However, as every semialgebraic subset V of a real closed field R is the
finite union of open intervals and single points, every semialgebraic subset
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V of a real closed field F that is bounded from above (bounded from below)
has a least upper bound (a largest lower bound).

Lemma 1 Let V be a nonempty semialgebraic subset of Rn+m+k, and as-
sume that f : V → R is a bounded semialgebraic function. Let V1(z), z in
the image of the natural projection of V on the last k coordinates, denote
the semialgebraic set of all elements x ∈ Rn for which there is y ∈ Rm with
(x, y, z) ∈ V . Then,

z 7→ inf
x∈V1(z)

sup
{y|(x,y,z)∈V }

f(x, y, z) = vf (z)

and
z 7→ sup

x∈V1(z)
inf

{y|(x,y,z)∈V }
f(x, y, z) = vf (z)

are R-valued semialgebraic functions defined on the natural projection of V
on Rk.

Proof. As vf = −v−f , it suffices to prove that vf is semialgebraic. Let
V2 be the projection of V ⊂ Rn+m+k on Rn+k ( (x, y, z) 7→ (x, z)), and let g :
V2 → R be the function defined on V2 by g(x, z) = sup{y|(x,y,z)∈V } f(x, y, z).
The graph of g is the semialgebraic set {(x, z, r) | (x, z) ∈ V2, ∀ε >
0 ∃y ∈ Rm s.t. (x, y, z) ∈ V and f(x, y, z) ≥ r − ε and f(x, y, z) ≤ r∀y ∈
Rm s.t. (x, y, z) ∈ V }. The graph of the function v is the following semial-
gebraic set: {(z, v) ∈ Rk+1 : ∀ε > 0 ∃x ∈ Rn s.t. (x, z) ∈ V2 and g(x, z) ≤
v + ε, and ∀x ∈ Rn with (x, z) ∈ V2, g(x, z) ≥ v}.

The next theorem asserts that given a semialgebraic nonempty-valued
correspondence Γ, it is always possible to select a semialgebraic function f
whose graph is a subset of the graph of Γ.

Theorem 4 Let X ⊂ Rn×Rm be a semialgebraic set, and let π be the nat-
ural projection of Rn×Rm onto Rn. Then there is a semialgebraic function
f : π(X) → Rm whose graph is a subset of X.

Proof. We first provide a simple proof for the special case where R = R
and π−1(x) := {y ∈ Rm | (x, y) ∈ X} is compact for every x ∈ π(X).
This special case is often used in applications to stochastic games. Define
inductively the decreasing sequence of semialgebraic sets X0, X1, . . . , Xm by
X0 = X and Xi = {(x, y) ∈ Xi−1 | ∀y′ ∈ Rm with (x, y′) ∈ Xi−1 y′i ≤ yi}.
It follows by induction that Xi is a semialgebraic subset of X, π(Xi) =
π(X), π−1(x) := {y ∈ Rm | (x, y) ∈ Xi} is compact for every x ∈ π(Xi),
and that Xm is the graph of a function f : π(X) → Rm. The proof of the
general case uses the structure theorem that is stated in the last section
and is by induction on m. For m = 1 it follows from the structure theorem.
Indeed, the structure theorem asserts that there is a partition of Rn into
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finitely many (connected) semialgebraic sets, T , such that for any A ∈ T
there is a nonnegative integer sA and (continuous) semialgebraic functions
fA

i : A → R, i = 1, . . . , sA with fA
i < fA

i+1, such that setting Ti = {(x, t) |
fA

i (x) = t}, i = 1, . . . , sA, S0 = {(x, t) | t < fT
1 (x)}, SsA = {(x, t) | t >

fA
sA

(x)} and for 1 ≤ j < sA, Sj = {(x, t)|fA
j (x) < t < fA

j+1}, such that

X ∩ (A×R) = (∪i:Ti⊂XTi) ∪ (∪j:Sj⊂XSj).

Therefore, for every A ∈ T , either A ⊂ π(X) or A ∩ π(X) = ∅. For every
A ∈ T with A ⊂ π(X) we define fT : T → R as follows. If A ∈ T then
there is either 1 ≤ i ≤ sA with Ti ⊂ X and then we define fA(x) =
fT

i (x). Otherwise, there is 0 ≤ j ≤ sA with Sj ⊂ X. If S0 ⊂ X we define
fA(x) = fA

1 (x)− 1, or otherwise if SsA ⊂ X we define fA(x) = fA
sA

(x) + 1,
or otherwise there is 1 ≤ i < sA such that Si ⊂ X and in that case we
define fA(x) = (fT

i (x) + fT
i+1(x))/2. Next we define f : π(X) → R as the

collation of all functions fA with A ⊂ π(X), i.e., f(y) = fA(y) if y ∈ A.
Assume the result is true for m and let X ⊂ Rn × Rm × R be semial-

gebraic. Let π be the projection of Rn × Rm × R onto Rn. Let π2 be the
projection of Rn × Rm × R onto Rn × Rm and let π1 be the projection
of Rn × Rm onto Rn. Note that π = π1π2. Then π2(X) is a semialgebraic
subset of Rn×Rm and by the induction hypothesis there are semialgebraic
functions f1 : π1(π2(X)) → Rm and f2 : π2(X) → R whose graphs are
subsets of π2(X) and X respectively. The function f : π(X) → Rm × R
defined by f(y) = (f1(y), f2(y, f1(y))) is semialgebraic and its graph is a
subset of X.

We now state an application of the algebraic tools — the semialgebraic
selection theorem (Theorem 4) and Theorem 1 — to the λ-discounted equi-
librium correspondence. If λ = (λi)i∈N is a profile of discount rates, a λ-
discounted equilibrium is a profile of strategies σ such that for every player
i and every strategy τ i of player i we have

Eσ−i,τ i(
∞∑

n=1

λi(1− λi)n−1ri(zn, an)) ≤ vi
λ(z1)

where

vi
λ(z1) = Eσ(

∞∑

n=1

λi(1− λi)n−1ri(zn, an)).

Every λ-discounted game with a profile of discount rates λ has an equilib-
rium in stationary strategies.

Theorem 5 For every stochastic game with finitely many players, states
and actions, if t 7→ λ(t) = (λi(t))i∈N is a semialgebraic function from (0, 1)
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to (0, 1), then there are semialgebraic maps t 7→ xi
λ(t)(z) ∈ ∆(Ai(z)), i ∈ N

and z ∈ S, and t 7→ vi
λ(t)(z) such that xi

λ(t) is a stationary equilibrium of the
λ(t)-discounted stochastic game with equilibrium payoffs vi

λ(t)(z) to player
i ∈ N when the starting state is z.

7. Minmax and Maxmin in Stochastic Games

We start with the introduction of constrained stochastic games. Assume
that in addition to the ordinary description of a stochastic game we have
for every state z and player i a subset Xi(z) of the mixed actions in state z of
player i. We study the stochastic game in which player i is restricted to be-
havioral strategies σi such that for every history (z1, a1, . . . , zn), the mixed
action σi(z1, a1, . . . , zn) is in Xi(z). Such a strategy is called a (Xi(z))z∈S-
constrained strategy, or a Xi-constrained strategy for short. Consider a two-
person constrained stochastic game. We say that vλ is the maxmin of the
λ-discounted constrained stochastic game if for every ε > 0,
1) there is a X1-constrained strategy σ of player 1 such that for every
X2-constrained strategy τ of player 2 and every initial state z1

Ez1
σ,τ

( ∞∑

n=1

λ(1− λ)n−1rn

)
≥ vλ(z1)− ε

where rn = r(zn, an), and
2) for every X1-constrained strategy σ of player 1 there is a X2-constrained
strategy τ of player 2 such that for every initial state z1

Eσ,τ

( ∞∑

n=1

λ(1− λ)n−1rn

)
≤ vλ(z1) + ε.

Let Φ be the map Φ : (0, 1)× RS → RS defined by

[Φ(λ, v)] (z) = sup
x∈X1(z)

inf
y∈X2(z)

[
λr(z, x, y) + (1− λ)

∑

z′∈S

p(z′ | z, x, y)v(z′)

]

where for x ∈ ∆(A1(z)) and y ∈ ∆(A2(z)), r(z, x, y) and p(z′ | z, x, y) are
the multilinear extensions of r and p respectively, i.e.,

r(z, x, y) =
∑

a∈A1(z)

∑

b∈A2(z)

x(a)y(b)r(z, a, b)

and
p(z′ | z, x, y) =

∑

a∈A1(z)

∑

b∈A2(z)

x(a)y(b)p(z′ | z, a, b).
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For each fixed 0 < λ < 1 the map v 7→ Tv := Φ(λ, v) is monotonic and
T (v+α1S) = Tv+(1−λ)α1S and therefore ‖Tv−Tu‖∞ ≤ (1−λ)‖v−u‖∞
and thus T has a unique fixed point wλ. For every ε > 0 and every state z
let x(z) ∈ Xi(z) be such that for every y ∈ X2(z),

λr(z, x(z), y) + (1− λ)
∑

z′∈S

p(z′ | z, x(z), y)wλ(z′) ≥ [Twλ](z)− ελ.

Let Hn denote the σ-algebra (of sets of plays of the stochastic game) gen-
erated by the sequence of states and actions (z1, a1, . . . , zn). (Note that Hn

is an algebra whenever the game has finitely many states and actions.) Let
σ be the behavioral strategy of player 1 such that σ(z1, a1, . . . , zn) = x(zn).
Then for every (X2(z))z∈S-constrained strategy τ of player 2,

Eσ,τ (λrn + (1− λ)wλ(zn+1) | Hn) ≥ wλ(zn)− ελ

and therefore by taking expectations in the above inequality and multiply-
ing it by (1− λ)n−1 we have

Eσ,τ (λ(1− λ)n−1rn) + (1− λ)nEσ,τ (wλ(zn+1)) ≥ (1− λ)n−1Eσ,τ (wλ(zn))
− ελ.(1− λ)n−1

Summing the above inequalities over n = 1, 2 . . . , we conclude that

Ez1
σ,τ

( ∞∑

n=1

λ(1− λ)n−1rn

)
≥ wλ(z1)− ε.

Similarly, for every (X1(z))z∈S-constrained strategy σ of player 1 and ε > 0,
let τ be the (X2(z))z∈S-constrained strategy of player 2 such that for every
history (z1, a1, . . . , zn), τ(z1, a1, . . . , zn) is an element y ∈ X2(zn) such that

λr(z, x, y) + (1− λ)
∑

z′∈S

p(z′ | z, x, y)wλ(z) ≤ wλ(z) + ελ,

where x = σ(z1, a1, . . . , zn). It follows that for every positive integer n

Eσ,τ (λrn + (1− λ)wλ(zn+1) | Hn) ≤ wλ(zn) + ελ.

Multiplying the above inequality by (1− λ)n−1 and summing the resulting
inequalities over n = 1, 2, . . ., we deduce that

Ez1
σ,τ

( ∞∑

n=1

λ(1− λ)n−1rn

)
≤ wλ(z1) + ε,
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and therefore wλ is the maxmin value of player 1 in the two-player con-
strained λ-discounted stochastic games.

Similarly, define the map Ψ : (0, 1)× RS → RS by

[Ψ(λ, v)](z) = inf
y∈X2(z)

sup
x∈X1(z)

[
λr(z, x, y) + (1− λ)

∑

z′∈S

p(z′ | z, x, y)v(z)

]
.

The map v 7→ Ψ(λ, v) has a unique fixed point w̄λ which is the minmax
value of the constrained stochastic game, i.e., for every ε > 0,
1) there is a X2-constrained strategy τ of player 2 such that for every
X1-constrained strategy σ of player 1 and every initial state z1

Eσ,τ

( ∞∑

n=1

λ(1− λ)n−1rn

)
≤ wλ(z1) + ε,

and
2) for every X2-constrained strategy τ of player 2 there is a X1-constrained
strategy σ of player 1 such that for every initial state z1

Ez1
σ,τ

( ∞∑

n=1

λ(1− λ)n−1rn

)
≥ wλ(z1)− ε.

Therefore the minmax of the λ-discounted constrained stochastic game, v̄λ,
exists and equals w̄λ.

If the constrained sets Xi(z) are semialgebraic, so are the maps Φ and Ψ,
and therefore the maps λ 7→ wλ and λ 7→ w̄λ are semialgebraic. Moreover,
for every ε > 0 there is a semialgebraic function mapping a discount factor
λ to a (Xi(z))z∈S-constrained stationary strategy σλ such that for every
(X2(z))z∈S-constrained strategy τ of player 2, Eσλ,τ (

∑∞
n=1 λ(1−λ)n−1rn) ≥

vλ(z1)− ε. In addition, if the supremum in the definition of [Φ(λ, vλ)](z) is
attained, there is such a function λ 7→ σλ which is independent of ε. The
following theorem is a partial summary of the above.

Theorem 6 The maxmin vλ and the minmax v̄λ of a λ-discounted two-
player constrained stochastic game with finitely many states and actions
exist. Moreover, if the constraining sets Xi(z) are semialgebraic subsets of
∆(Ai(z)), then the maps λ 7→ vλ and λ 7→ v̄λ are semialgebraic.

In an n-player λ-discounted stochastic game with finitely many states
and actions, the maxmin vi

λ(z) and the minmax v̄i
λ(z) of player i, as a

function of the initial state z, are equal to

max
σi

min
σ−i

Ez
σi,σ−i

( ∞∑

n=1

λ(1− λ)n−1ri
n

)
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and

min
σ−i

max
σi

Ez
σi,σ−i

( ∞∑

n=1

λ(1− λ)n−1ri
n

)

respectively, where the max is over all strategies σi of player i and the min
is over all N \{i} tuples of strategies σ−i of the other players, and ri

n is the
payoff ri(zn, an) to player i at stage n as a function of the state zn and action
profile an at stage n. These maxmin and minmax of player i are the maxmin
and minmax of a two-person zero-sum constrained stochastic game: player
1, the maximizer, is player i with a constrained set X1(z) = ∆(Ai(z)), and
player 2, the minimizer, is the set of players N \ {i} with a constrained set
X2(z) = ×j 6=i∆(Aj(z)). Thus, a special case of Theorem 6 is:

Corollary 7 The maxmin vi
λ and the minmax v̄i

λ of player i in an n-player
λ-discounted stochastic game with finitely many states and actions exist,
and the functions λ 7→ vi

λ and λ 7→ v̄i
λ are semialgebraic.

8. A Structure Theorem

We here state a structure theorem for semialgebraic sets (see [1] for the
case R = R).

Theorem 7 Let V be a semialgebraic set in Rn. Then
a) V has a finite number of connected components and each such compo-

nent is semialgebraic.
b) There exists a partition of Rn−1 into finitely many connected semial-

gebraic sets, such that for any element A of the partition there is a
nonnegative integer sA and functions

fA
k : A → R̄ (where R̄ = R ∪ {∞} ∪ {−∞})

k = 0, 1, . . . , sA, sA + 1 such that

i) fA
0 = −∞, fA

sA+1 = ∞;

ii) fA
k : A → R, k = 1, . . . , sA, is a continuous function and, for

every x ∈ A, fA
k (x) < fA

k+1(x);

iii) all the sets of the form

{(x, t) ∈ Rn : x ∈ A, fA
k (x) < t < fA

k+1}, k = 0, 1, . . . , sA,

or
{(x, t) ∈ Rn : x ∈ A, fA

k (x) = t}, k = 1, . . . , sA,

are semialgebraic; and
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iv) the subcollection of all sets defined in part iii) which are contained
in V makes a partition of V .
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