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Abstract Fix a zero-sum repeated game � with incomplete information on both
sides. It is known that the value of the infinitely repeated game �∞ need not exist
(Aumann and Maschler 1995). It is proved that any number between the minmax and
the maxmin of �∞ is the value of a long finitely repeated game �n where players’
information about the uncertain number of repetitions n is asymmetric.

Keywords Repeated games · Incomplete information · Uncertain duration

1 Introduction

Two-player repeated games with incomplete information (henceforth, RGII), intro-
duced by Aumann and Maschler (1995),1 model long-term interactions in which play-
ers have asymmetric information about the actual one-shot game that is repeatedly
played. Modeling the long-term interactions was focused initially on the infinitely
repeated game �∞ and the finitely repeated game �n . Studying the repeated game �n

assumes that the number of repetitions n is known to both players, and moreover that
n is common knowledge. These assumptions are difficult to justify in many applica-
tions of long-term interactions. Neyman and Sorin (2010) studies two-player repeated
games where the players have symmetric information about the uncertain number

1 This book is based on reports by Robert J. Aumann and Michael Maschler which appeared in the
sixties in Report of the U.S. Arms Control and Disarmament Agency. See “Game theoretic aspects
of gradual disarmament” (1966, ST–80, Chapter V, pp. V1–V55), “Repeated games with incomplete
information: a survey of recent results” (1967, ST–116, Chapter III, pp. 287–403), and “Repeated games
with incomplete information: the zero-sum extensive case” (1968, ST–143, Chapter III, pp. 37–116).
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196 A. Neyman

of repetitions. The present paper studies the model of the zero-sum RGII where the
players have asymmetric information about the number of repetitions.

In the zero-sum infinitely repeated game �∞, Player 1 (henceforth, P1) can guaran-
tee v if for every ε > 0 he has a strategy σ such that for any sufficiently large number
of repetitions n, for each strategy τ of Player 2 (henceforth, P2) the expected average
per-stage payoff is at least v − ε. Similarly, P2 can guarantee v in �∞ if for every
ε > 0 he has a strategy τ such that for any sufficiently large number of repetitions n,
for each strategy σ of P1 the expected average per-stage payoff is at most v + ε. The
game �∞ has a uniform value if the maximal payoff that P1 can guarantee, v, equals
the minimal payoff that P2 can guarantee, v̄.

The definition of the uniform value implies that whenever the uniform value exists,
e.g., RGII on one side (henceforth, RGII-OS) (Aumann and Maschler 1995) or stochas-
tic games (Mertens and Neyman 1981), the limit of the values of the finitely repeated
games (where payoffs are the average per-stage payoffs) converge to the uniform value
as the number (or the expected number in the model with uncertain duration) of rep-
etitions goes to infinity. This limiting result is independent of the information players
have on the number of repetitions.

The uniform value need not exist in RGII on both sides (henceforth, RGII-BS)
(Aumann and Maschler 1995, Sect. 4.3). In this case, v < v̄. Nonetheless, vn ,
the value of the n-stage RGII-BS (with state-independent signaling) converges to
a limit as n → ∞ (Mertens and Zamir 1971; Mertens 1971), and more generally, vθ ,
the value of the finitely RGII-BS (with state-independent signaling) with a random
number of repetitions θ and where the players have symmetric information about θ ,
converges to a limit as the expectation of the number θ of repetitions goes to infin-
ity (Neyman and Sorin 2010). The present paper characterizes the limit points (as
E(θ) → ∞) of vθ where players’ information about the number of repetitions θ is
asymmetric.

This characterization answers two natural questions: (i) what happens in repeated
games with asymmetric information about the number of repetitions and (ii) how can
one relate all the points in between v and v̄ to long games?

In RGII, one of finitely many one-shot games is repeatedly played and each player
has only partial information about the one-shot game that is being repeated. The
RGII (denoted �) is described as follows. There is a finite set of normal form games
Gm, m ∈ M , with finite action sets I for P1 and J for P2. The state m ∈ M is cho-
sen at random according to a publicly known probability p, and each player receives
partial information about m. The partial information of the players is defined by two
functions, c : M → C and d : M → D; P1 observes c = c(m) and P2 observes
d = d(m). In addition, after each stage the players obtain some further information
about the previous choice of moves.2 This is represented by a map Q from I × J to
probabilities on A×B. At stage t , given the state m and the moves (it , jt ), a pair (at , bt )

2 This is called state-independent signaling. In more general state-dependent signaling, the players obtain
further information about the previous choice of moves and the state.
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The value of two-person zero-sum repeated games 197

is chosen at random according to the distribution Q(it , jt ).3 A play of the game is thus
a sequence m, i1, j1, a1, b1, . . . , it , jt , at , bt , . . ., while the information to P1 before
his play at stage t is c(m), i1, a1, . . . , it−1, at−1, and the information to P2 before his
play at stage t is d(m), i1, b1, . . . , jt−1, bt−1. The repeated game is thus represented
by the tuple � = 〈M, p, M1, M2, I, J, G, Q, A, B〉, where M1 is the partition of M
defined by the values of c and M2 is the partition of M defined by the values of d.

The payoff at stage t of the repeated game, gt := Gm
it , jt

, depends on the chosen
state m and the action pair (it , jt ) at stage t . A pair of strategies σ of P1 and τ of P2
in the repeated game � defines a probability distribution Pσ,τ on the space of plays,
and thus a probability distribution on the stream of payoffs g1, g2, . . . . The value of
the n-stage zero-sum game, vn , where P1 maximizes the (expectation of the) aver-
age ḡn := (g1 + . . . + gn)/n of the payoffs in the first n stages, exists and equals
maxσ minτ Eσ,τ ḡn (where the max is over all strategies σ of P1 and the min is over
all strategies τ of P2, and Eσ,τ stands for the expectation w.r.t. the probability Pσ,τ ),
which by the minmax theorem is equal to minτ maxσ Eσ,τ ḡn .

Special subclasses of RGII are defined by the signaling structure and the initial
information about the state. The classical case of standard signaling corresponds to
A = J, B = I , and to Q(i, j) being the Dirac measure on ( j, i), or equivalently, to
A = B = I × J and to Q(i, j) being the Dirac measure on ((i, j), (i, j)). RGII-OS
corresponds to the case where c(m) = m and d(m) is a constant, or equivalently, only
P1 receives a signal about m. Deterministic signaling corresponds to Q(i, j) (respec-
tively, Q(m, i, j) in the state-dependent signaling) being a Dirac measure; in this case
we can think of the signal to a player as a deterministic function of (i, j) (respectively,
(m, i, j)).

The independent case corresponds to an initial probability p such that the proba-
bility defined on C × D by p(c, d) = p({m : c(m) = c and d(m) = d}) is a product
probability. In this case we may assume without loss of generality that M = C × D
and that the initial probability distribution is a product probability p ⊗ q where p is
a probability on C and q is a probability distribution on D. Aumann and Maschler
(1995, Sect. 4.2) shows that each game with incomplete information in the dependent
case is equivalent to a game with incomplete information in the independent case.
Therefore, it is sufficient for our main result to handle the independent case, where
the statement and the proof of the main result are simplified.

In this paper we study the asymptotic behavior of the value of zero-sum repeated
games with an uncertain number of repetitions θ . θ is an integer-valued random variable
on a probability space (�,B, μ) with finite expectation and each player observes par-
tial information about θ . The normalized value is denoted vθ . We prove that any value
between the max min (the maximal payoff that P1 can guarantee) and the min max
(the minimal payoff that P2 can guarantee) of �∞ can be obtained as the value vθ

for an asymmetric uncertainty about the number of repetitions θ with arbitrarily large
expected duration E(θ). As any limit point of vθ as E(θ) → ∞ is in the interval

3 In state-dependent signaling, Q is a map from I × J × M to probabilities on A × B, and at stage t ,
given the state m and the moves (it , jt ), the pair (at , bt ) is chosen at random according to the distribution
Q(m, it , jt ).
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198 A. Neyman

[maxmin �∞, minmax �∞], the result characterizes the set of limit points of vθ as
E(θ) → ∞.

2 The game model

The model of a RGII-BS of uncertain duration is described by two independent com-
ponents: the classical RGII-BS � and an uncertain duration structure �. We define
each component separately, and then the RGII-BS of uncertain duration. Thereafter,
we recall the (vexcav and cavvex) formulas (as a function of the stage game) of the
maxmin and the minmax of �, and close the section with the statement of the main
result.

RGII-BS is defined in the standard signaling and the independent case by the tuple
〈C, D, p, q, I, J, G〉, where C, D, I, J are finite sets, p and q are probability dis-
tributions on C and D respectively, and G is a list of I × J two-person zero-sum
games Gc,d , c ∈ C and d ∈ D. The repeated game proceeds in stages. In stage 0,
nature chooses a pair (c, d) with probability p(c)q(d). P1 is informed of c and P2 is
informed of d. At stage t ≥ 1, P1 is first informed of jt−1 and then chooses it ∈ I ,
and simultaneously P2 is first informed of it−1 and then chooses jt ∈ J . The payoff
(from P2 to P1) in stage t is gt = Gc,d

it , jt
.

The repeated game is denoted � for short, or �(p, q) to emphasize the depen-
dence on the probability distributions p and q and the fixing of the other parameters
C, D, I, J, G that define the repeated game.

A behavioral strategy of P1 in � is a map σ : C ×(I × J )∗ → 	(I ), where (I × J )∗
stands for all finite strings of I × J elements, namely, (I × J )∗ = ∪t≥0(I × J )t , and
	(X) stands for all probability distributions on X , and a behavioral strategy of P2 is a
map τ : D × (I × J )∗ → 	(J ). A pair of behavioral strategies, σ of P1 and τ of P2,
defines a probability distribution Pσ,τ on the space of plays (c, d, i1, j1, i2, j2, . . .)
by Pσ,τ (c, d) = p(c)q(d), Pσ,τ (c, d, i1, j1) = p(c)q(d)σ (c)[i1]τ(d)[ j1], and by
induction on t

Pσ,τ (c, d, ht , it , jt ) = Pσ,τ (c, d, ht ) σ (c, ht )[i1] τ(d, ht )[ j1]
for ht = (i1, j1, . . . , it−1, jt−1) ∈ (I × J )t−1.

The uncertainty of the number of repetitions θ is modeled as follows. The num-
ber of repetitions θ is an integer-valued random variable θ defined on a probability
space (�,B, μ) and with finite expectation. Before the start of the repeated game the
players receive partial information about the value of θ ; P1 observes s1(ω) ∈ S1 and
P2 observes s2(ω) ∈ S2, where S1 and S2 are finite sets. The interpretation is that
at stage 0, nature chooses ω ∈ � according to the probability μ, and independently
of the choices of nature in the repeated game �, the number of repetitions is θ(ω),
and P1 and P2 are informed of s1(ω) and s2(ω) respectively. The joint distribution
of (θ, s1, s2) is assumed to be independent4 of the state (c, d). We call the tuple
� = 〈(�,B, μ), θ, s1, s2〉 an uncertain duration structure.

4 The more general model, where the duration depends on the state, is obviously of interest. However,
restrictive assumptions on the uncertain duration make our main result—Theorem 1—stronger.
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The value of two-person zero-sum repeated games 199

The repeated game of uncertain duration �θ is the repeated game �, where the
choice of P1’s (respectively, P2’s) action at stage t, it (respectively, jt ), may depend
in addition on s1(ω) (respectively, s2(ω)). Therefore a strategy σ of P1 in �θ is in fact
a list of strategies σ s (s ∈ S1) in �, and a strategy τ of P2 in �θ is in fact a list of
strategies τ s (s ∈ S2) in �.

The un-normalized payoff in �θ is
∑θ

t=1 gt (:= ∑
t≥1 gt I (t ≤ θ) where

I stands for the indicator function) and the normalized one is 1
E(θ)

∑θ
t=1 gt .

The value of �θ (with the normalized payoff) exists, is denoted vθ , and equals
maxσ minτ Eσ,τ,μ

1
E(θ)

∑θ
t=1 gt (where the max is over all strategies σ of P1 in �θ ,

the min is over all strategies τ of P1 in �, and Eσ,τ,μ stands for the expectation with
respect to the probability Pσ,τ,μ induced on the joint probability of the number of
repetitions θ and the play by σ, τ, μ). We are interested in the asymptotic behavior of
vθ as the expected duration E(θ) goes to ∞.

Given p ∈ 	(C) and q ∈ 	(D) we denote by G p,q the I × J stage-payoff matrix∑
c,d p(c)q(d)Gc,d and by u(p, q) its minmax value. For x ∈ 	(I ), y ∈ 	(J ),

and an I × J matrix G we denote by xGy the sum
∑

i
∑

j x(i)Gi, j y( j). This is the
classical notation for matrix multiplication, where x is the I row vector and y is the J
column vector.

Given a compact convex set Y and a bounded function u : Y → R we denote by
cavyu the smallest concave function from Y to R that is ≥ u and by vexyu the largest
convex function from Y to R that is ≤ u. If u : 	(C) × 	(D) → R we denote by
cavpu the smallest function on 	(C) × 	(D) that is concave in p and is not smaller
than u at each point (p, q). Similarly, vexq u is the largest function on 	(C) × 	(D)

that is convex in q and is not larger than u at each point (p, q). Note that cavp and
vexq are operators on bounded functions on 	(C) × 	(D), and thus can be iterated.
The value of the function vexqcavpu, respectively cavpvexqu, at the point (p, q) is
denoted vexqcavpu (p, q), respectively cavpvexqu (p, q).

P2 can guarantee v in �∞(p, q) if for every ε > 0 there is a strategy τ of P2 and
a positive integer N such that for every n ≥ N and every strategy σ of P1 we have

Eσ,τ

1

n

n∑

t=1

gt ≤ v + ε

Similarly, P1 can guarantee v in �∞(p, q) if for every ε > 0 there is a strategy σ of
P1 and a positive integer N such that for every n ≥ N and every strategy τ of P2 we
have

Eσ,τ

1

n

n∑

t=1

gt ≥ v − ε

It follows that if P2, respectively P1, can guarantee v in �∞(p, q), then for every ε > 0
there is N such that for every uncertain duration with E(θ) > N we have vθ ≤ v + ε,
respectively vθ ≥ v − ε. If each player can guarantee v in �∞(p, q), then v is called
the uniform value, or for short a value, of �∞(p, q), and is denoted v∞(p, q).
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200 A. Neyman

Aumann and Maschler (1995), respectively Stearns Aumann and Maschler (1995,
Theorem 4.11), proved that P1 can guarantee, respectively cannot guarantee more than,
cavpvexqu (p, q) and that P2 can guarantee, respectively cannot guarantee more than,
vexqcavp u(p, q), and therefore �∞(p, q) has a uniform value iff

cavpvexqu (p, q) = vexqcavpu (p, q)

There are games for which

cavpvexqu (p, q) > vexqcavpu (p, q);

see Aumann and Maschler (1995).
Our main result asserts that for every ε > 0 and cavpvexqu (p, q) − ε ≥ v ≥

vexqcavpu (p, q) + ε there is an uncertain duration structure � such that vθ = v and
E(θ) > 1/ε. Together with the above-mentioned result that for every ε > 0 there is N
such that cavpvexqu (p, q) + ε ≥ vθ ≥ vexqcavpu (p, q) − ε whenever E(θ) > N ,
we have a complete characterization of the limit points of vθ as E(θ) goes to ∞.

3 Preliminary results

3.1 The posteriors and conditional payoffs

In this section we review a few classical tools used in the analysis of RGII. The
space of plays of a RGII-BS with standard signaling is the space of sequences
(c, d, i1, j1, i2, j2, . . .) with the minimal σ -algebra for which all functions (c, d, i1,

j1, i2, j2, . . .) �→ (c, d, i1, j1, i2, j2, . . . , it , jt ), t ≥ 0, are measurable. Ht denotes
the minimal σ -algebra (in fact, an algebra) for which the function (c, d, i1, j1, i2,

j2, . . .) �→ ht := (i1, j1, i2, j2, . . . , it−1, jt−1) is measurable.
In the following notations and observations we assume the independent case. Let

τ be a behavioral strategy of P2 in �. We define the functions qt , t ≥ 1, from plays
to 	(D) (called posteriors) by induction on t as follows. q1 = q, and

qt+1(d) = qt (d)τ (d, ht )[ jt ]
∑

d qt (d)τ (d, ht )[ jt ] (1)

Note that qt is Ht -measurable.

Lemma 1 For every strategy σ of P1 and every c, ht such that Pσ,τ (c, ht ) > 0, the
conditional probability

Pσ,τ (d | c, ht ) = qt (ht )[d] (2)

and thus (= Pσ,τ (d | ht ) and) is independent of the strategy σ of P1.

The next lemma is a classical tool in the study of games with incomplete informa-
tion. It is presented here for completeness. Note that if P is the joint distribution
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The value of two-person zero-sum repeated games 201

of (d, j) ∈ D × J , then
∑

j P( j)
∑

d |P(d | j) − P(d)| = ∑
d, j |P(d, j) −

P(d)P( j)| = ∑
d P(d)

∑
j |P( j | d) − P( j)|. Therefore, if we set

yd
t (ht ) = τ(d, ht ), yt (ht ) =

∑

d

qt (d)τ (d, ht ) and ‖yd
t − yt‖

=
∑

j

|yd
t ( j) − yt ( j)|

and apply the above equalities to the conditional distribution of (d, jt ) given H1
t —the

algebra spanned by (c, ht ) — we have

Lemma 2

Eσ,τ (‖qt+1 − qt‖ | H1
t ) = Eσ,τ (‖qt+1 − qt‖ | Ht ) =

∑

d

qt (d)‖yd
t − yt‖

3.2 The variation of martingales of probabilities

Lemma 3 Let qt , t = 1, . . . , K + 1 be a martingale with values in 	(D) where D
is a finite set. Then

E
K∑

t=1

‖qt+1 − qt‖ ≤ √
K min(

√
2 log |D|,√|D| − 1) (3)

where ‖qt+1 − qt‖ = ∑
d∈D |qt+1(d) − qt (d)| and |D| stands for the number of

elements of D.

Proof The bound
√

K
√|D| − 1 is classical (see, e.g., Aumann and Maschler 1995

and Mertens et al. 1994), and the bound
√

2K log |D| is proved in Neyman (2009). ��

3.3 A strategy of the informed player in RGII-OS

We present here a result of Aumann and Maschler (1995) that is used in the proof of
our main result.

Lemma 4 (Aumann and Maschler 1995) There is a strategy σ in �(p) such that for
every t and every strategy τ we have

Eσ,τ

(
Gm

it , jt | Ht

)
≥ cavpu (p)

The following implication of this result is used in our analysis of RGII-BS of
uncertain duration. Fix a sequence n1 < n2 < · · · < nK and a vector of independent
random variables −→c = c1, . . . , cK , each ck distributed according to pk (e.g., as in our
application pk = p), whose realization is private information of P1, e.g., generated
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202 A. Neyman

by a secret lottery performed by P1. Then, for every strategy τ of P2 in �(p, q) and
every sequence q̂k ∈ 	(D) where q̂k is measurable w.r.t. Hnk−1+1 (e.g., as in our
application, the posteriors of d before the play at stage nk−1 + 1), there is a strategy
σ of P1 such that for every nk−1 < t ≤ nk we have

Eσ,τ Gck ,q̂k
it , jt

≥ cavpu
(

pk, q̂k
)

3.4 Mixing uncertain durations

The next lemma is a trivial (but useful) observation on the value of the repeated games
with an uncertain duration structure that is a mixture of (two) uncertain duration struc-
tures.

Lemma 5 For every two uncertain duration structures �1 and �2 and 0 ≤ β ≤ 1
there is an uncertain duration structure � such that E(θ) ≥ min(E(θ1), E(θ2)) and

vθ = βvθ1 + (1 − β)vθ2

Proof Let �1 = 〈(�1,B1, μ1), θ1, s1
1 , s2

1 〉 and �2 = 〈(�2,B2, μ2), θ2, s1
2 , s2

2 〉 be
two uncertain duration structures. W.l.o.g. we can assume that �1 and �2 are disjoint
and that Si

1 = si (�1) and Si
2 = si (�2) are disjoint. For every 0 ≤ α ≤ 1, we define

the uncertain duration structure α�1 + (1 − α)�2 as the uncertain duration structure
� = 〈(�,B, μ), θ, s1, s2〉, where � is the disjoint union of �1 and �2, the restriction
of s j ( j = 1, 2), respectively θ , to �i (i = 1, 2) is s j

i , respectively θi , B consists of
all unions B1 ∪ B2 where Bi ∈ Bi , and μ(B1 ∪ B2) = αμ1(B1) + (1 − α)μ2(B2).
Then

E(θ) = αEμ1(θ1) + (1 − α)Eμ2(θ2) ≥ min(Eμ1(θ1), Eμ2(θ2))

and

vθ = αE(θ1)vθ1 + (1 − α)E(θ2)vθ2

E(θ)
= βvθ1 + (1 − β)vθ2

and note that as α ranges over [0,1] so does β = β(α). ��

4 The main result

Theorem 1 For every repeated game with incomplete information on both sides, every
ε > 0, and every vexqcavpu (p, q) − ε ≥ v ≥ cavpvexqu (p, q) + ε, there is an
uncertain duration structure � with E(θ) > 1/ε and such that

vθ = v
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The value of two-person zero-sum repeated games 203

Proof It suffices to prove that

∀ε > 0 ∃� with E(θ) > 1/ε and vθ ≥ vexqcavpu (p, q) − ε (4)

Explicitly, for every ε > 0 there is an uncertain duration structure � =
〈(�,B, μ), θ, s1, s2〉 such that E(θ) > 1/ε and vθ ≥ vexqcavpu (p, q) − ε.
Indeed, (4) implies by duality5 that

∀ε > 0 ∃� with E(θ) > 1/ε and vθ ≤ cavpvexqu (p, q) + ε (5)

The conclusion of the theorem follows from Lemma 5 together with (4) and (5).
We now turn to the proof of (4). Without loss of generality assume that

maxc,d,i, j |Gc,d
i, j | ≤ 1. Fix ε > 0.

Let K be sufficiently large so that B := min(
√

2 log |D|,√|D| − 1) ≤ ε
√

K/3. Fix
a sequence n0 = 0 < n1 < n2 < · · · < nK with nk−1 ≤ εnk/2. Set k = nk − nk−1.
Let μ(θ = nk) = 1

nk
∑K

k=1 1/nk
, k = 1, . . . , K . P1 is informed of the value of θ ; P2 is

not informed of the value of θ . Note that

∀k ≤ K , nkμ(θ = nk) = 1
∑K

k=1 1/nk
= Eμ(θ)

K
(6)

We prove that for every strategy τ in �θ(p, q) (p ∈ 	(C) and q ∈ 	(D)) there is
a strategy σ = σ(τ) such that

gθ (σ, τ ) ≥ vexqcavpu(p, q) − 3ε

Let τ be a strategy of P2 in �θ . As P2 has no information about the realized value of
θ, τ is a strategy in �. Let qt be the posterior of d before the play at stage t . Let q̂k :=
qnk−1+1 (the posterior of d before the play at stage nk−1+1). Note that q̂k is a function of
the strategy τ and the sequence of actions ĥk := hnk−1+1 = (i1, j1, . . . , ink−1 , jnk−1).

We now define a strategy σ of player 1. Let −→c = c1, c2, . . . , cK be a sequence of
C-valued random variables such that conditional on the value of θ they are indepen-
dent, ck has distribution p, and for k such that θ = nk we have ck = c.

The strategy σ will collate a sequence of strategies σk, k = 1, . . . , K , by following
σk in stages nk−1 < t ≤ nk . The strategy σk will depend on ĥk := hnk−1+1 by being
a function of q̂k . By Lemma 4, we can select σk to be a strategy of P1 in the repeated
game �q̂k (p) such that for every strategy τ̄ of P2 in �q̂k (p), and every 1 ≤ t ≤ k ,
we have

Eσk ,τ̄ (gt | Ht ) ≥ cavp u
(

p, q̂k
)

(7)

In stage nk−1 + t ≤ nk of the repeated game �(p, q), the behavioral strategy σ of P1
plays the mixed action

5 Namely, by reversing the roles of P1 and P2 so that P2 is the maximizer and P1 the minimizer with stage
payoff −g.
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204 A. Neyman

σk
(
ck, ink−1+1, jnk−1+1, . . . , ink−1+t−1, jnk−1+t−1

)

We define the auxiliary stage payoffs g∗
t as follows. For nk−1 < t ≤ nk we set

g∗
t = Gck ,d

it , jt

Recall that 2nk−1 ≤ εnk , and note that on θ = nk we have g∗
t = gt := Gc,d

it , jt
for

nk−1 < t ≤ nk . Therefore,

∑

t

gt I (t ≤ θ) ≥
∑

t

g∗
t I (t ≤ θ) − εθ

and thus

Eσ,τ,μ

∑

t

gt I (t ≤ θ) ≥ Eσ,τ,μ

∑

t

g∗
t I (t ≤ θ) − εE(θ) (8)

The definition of σ implies that the conditional distribution of g∗
1 , g∗

2 , . . ., given θ ,
is independent of θ .

The definition of σ implies that for every nk−1 < t ≤ nk we have

Eσ,τ

(
Gck ,q̂k

it , jt
| Ht

)
≥ cavpu

(
p, q̂k

)
(9)

For every 1 ≤ t we set

yd
t = τ(d, ht ) and yt =

∑

d

qt (d)yd
t

Recall that yd
t = τ(d, ht ) and that yt = ∑

d qt (d)yd
t is measurable w.r.t. Ht . The

play of the strategy σ depends on the realization of −→c . Its play in stages nk−1 < t ≤ nk

depends only on the value of ck (which need not be equal to the actual value of c) and
therefore (by abuse of notation) we denote

xck
t = σ(ck, ht )

and for every nk−1 < t ≤ nk we denote by pt the posterior given ht of ck .
The definitions of σ, pt , qt , yd

t , and yt (all as a function of the given strategy τ

of P2), together with property (7), imply that for every nk−1 < t ≤ nk we have

Eσ,τ

(
g∗

t | Ht
) =

∑

c

pt (c)
∑

d

qt (d)xc
t Gc,d

(
yt + yd

t − yt

)

≥
∑

c

pt (c)
∑

d

(
q̂k(d) + qt (d) − q̂k(d)

)
xc

t Gc,d yt −
∑

d

qt (d)‖yd
t − yt‖

≥
∑

c

pt (c)
∑

d

q̂k(d)xc
t Gc,d yt − ‖qt − q̂k‖ − Eσ,τ (‖qt+1 − qt‖ | Ht )
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≥
∑

c

pt (c)xc
t Gc,q̂k yt − ‖qt − q̂k‖ − Eσ,τ (‖qt+1 − qt‖ | Ht )

≥ cavpu (p, q̂k) − ‖qt − q̂k‖ − Eσ,τ (‖qt+1 − qt‖ | Ht )

where the second inequality uses Lemma 2 and the last inequality uses inequality (9).
Therefore, as Eσ,τ q̂k = q and vexqcavpu is convex in q and ≤ cavpu,

Eσ,τ (g
∗
t ) ≥ vexqcavp u(p, q) − Eσ,τ ‖qt+1 − qt‖ − Eσ,τ ‖qt − q̂k‖

By the triangle inequality (or equivalently, the convexity of the norm) we have
Eσ,τ ‖qt − q̂k‖ ≤ Eσ,τ ‖q̂k+1 − q̂k‖ and ‖qt+1 − qt‖ ≤ ‖qt+1 − q̂k‖ + ‖qt − q̂k‖,
and therefore, by setting ηk = Eσ,τ ‖q̂k+1 − q̂k‖, we have

∑

nk−1<t≤nk

Eσ,τ (g
∗
t ) ≥ kvexqcavp u(p, q) − 3ηkk

and therefore

∑

1≤t≤nk

Eσ,τ (g
∗
t ) ≥ nkvexqcavp u(p, q) − εnk − 3ηknk

Recall (6) and that the distribution of g∗
t is independent of θ . Therefore

Eσ,τ,μ

∑

t

g∗
t I (t ≤ θ) ≥ E(θ)vexqcavpu (p, q) − εE(θ) − 3E(θ)

K

∑

k

ηk (10)

By Lemma 3,
∑

k ηk ≤ B
√

K , where B = min(
√

2 log |D|,√|D| − 1). Therefore,
as K is sufficiently large so that 3B

√
K ≤ εK , we have

Eσ,τ,μ

1

E(θ)

∑

t

g∗
t I (t ≤ θ) ≥ vexqcavpu (p, q) − 2ε

which together with (8) completes the proof of (4). ��

The next result is a simple corollary of Theorem 1 and the definition of the maxmin
and minmax.

Corollary 1 For every repeated game with incomplete information on both sides,
the set of values vθ , where the uncertainty structure 〈(�,B, μ), θ, s1, s2〉 ranges
over all uncertainty structures with Eθ > N, converges, as N goes to ∞, to
[cavpvexqu (p, q), vexqcavpu (p, q)].
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5 Remarks

There are obviously alternative and/or more general models of asymmetric uncertain
duration. For example, the signal sets S1 and S2 need not be finite, the signals can
be probabilistic, and incremental information can be transmitted to the players in the
course of the game and as a function of players’ actions. However, each such class of
models will include our class of uncertain durations. As our main result asserts that for
any v in a given range there is an uncertain duration with a given property, it follows
that the more restricted is the class of models of asymmetric uncertain duration, the
stronger is the conclusion of Theorem 1. We conclude that Theorem 1 holds for any
reasonable class of models of asymmetric uncertain duration.

The other (easy part) of the result, that for every ε > 0 there is N sufficiently large
such that vθ ≥ v − ε (and vθ ≤ v̄ + ε) whenever Eθ ≥ N , follows from the fact
that P1 can guarantee v and P2 can guarantee v̄ in �∞. Therefore, this conclusion
holds for all possible models of an asymmetric duration uncertainty (where the num-
ber of repetitions is independent6 of the state). In short, the conclusion of Theorem 1
is independent of the particular choice of modeling asymmetric duration uncertainty.

We turn now to questions motivated by the results of the present paper. A natural
question that arises is whether we can characterize the asymptotic conditions on the
distribution of θ (with finite expectation) so that independently of players’ signals
about θ we will have vθ → lim vn .

A simple sufficient condition is that E(θ) → ∞ and E(|θ − E(θ)|+1)/E(θ) → 0.
Indeed, if n(θ) is the integer part of E(θ) then |∑t gt I (t ≤ θ) − ∑

t≤n(θ) gt | ≤ |θ −
n(θ)| ≤ |θ − E(θ)| + 1. Therefore, if ‖G‖ := 2 maxc,d,i, j |Gc,d

i, j |, an optimal strategy

of P1 in �n(θ) guarantees in �θ a payoff of at least vn(θ) − ‖G‖E(|θ−E(θ)|+1)
E(θ)

→ lim vn

as E(|θ−E(θ)|+1)
E(θ)

→ 0.
Another natural question that arises is the asymptotic characterization of the dis-

tributions μ of the number θ of repetitions that when P1 is informed of θ and P2 is
not, then the value vθ is close to the minmax (vexqcavpu (p, q)) of the repeated game
�(p, q). A close look at the proof of the main result reveals a sufficient condition.
Given a distribution μ of the uncertain number of repetitions θ and 0 ≤ β ≤ 1 we
define θ(β) to be

inf{β : Eμ(θ I (θ ≤ β)) ≥ βEμ(θ)

Note that θ(β) is monotonic nondecreasing in β and that the distribution μ constructed
in our proof obeys θ(k/K ) = nk . We have the following result: for every ε > 0 there
is δ > 0 such that for an uncertainty structure where P1 is informed of the value of θ

and P2 is not, if E(θ) > 1/δ and for every β < 1 − δ we have θ(β + δ) > θ(β)/δ,
then

vθ ≥ vexqcavpu (p, q) − ε

6 The more general model, where the number of repetitions may be correlated to the state, is obviously of
interest.
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It is also of interest to find out the limit behavior of vθ for specific classes of
asymmetric uncertain durations. Two suggestive examples are when θ is uniformly
distributed on {1, 2, . . . , n} and when θ has the distribution P(θ = n) = (1−λ)λn−1,
and P1 is informed and P2 is not informed of the value of θ . Denote the normalized
values by vn∗ and vλ∗ . What are the limits, if they exist, of vn∗ as n → ∞ and of vλ∗
as λ → 1−?

It is also of interest to study the payoff outcomes of repeated games with incomplete
information and uncertain duration where the number of repetitions is known to both
players, but not commonly known. A study of such non-zero-sum repeated games with
complete information is presented in Neyman (1999).
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