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Abstract—In this paper, we propose a hybrid pulse position
modulation/ultrashort light pulse code-division multiple-access
(PPM/ULP-CDMA) system for ultrafast optical communications.
The proposed system employs spectral CDMA encoding/decoding
and PPM with very short pulse separation. The statistical prop-
erties of the encoded ULP are investigated with a general pulse
model, and the performance of the proposed PPM/ULP-CDMA
system is investigated. It is shown that we can improve upon the
performance of other ULP-CDMA systems, such as those using
on–off keying, by employing PPM. It is also shown that we can
improve the performance of the proposed system by increasing
the effective number of chips, by increasing the number of PPM
symbols, and by reducing the ULP duration. The performance
analysis shows that the aggregate throughput of the proposed
PPM/ULP-CDMA system could be over 1 Tb/s.

Index Terms—optical code-division multiple-access (CDMA),
pulse position modulation (PPM), ultrashort light pulse.

I. INTRODUCTION

I N RECENT years, design and analysis of optical commu-
nication networks has been an active research area, as it

is commonly felt that a fiber-based optical communication
network is the only way to meet the drastically increasing
demand for multimedia services in the near future. Although
wavelength-division multiplexing (WDM) is the current
favorite multiplexing technology for optical communication
[1], code-division multiple access (CDMA) can be a desirable
alternative, since it would provide asynchronous access to a
network, a degree of security against interception, no need for
either frequency (or time) allocation or guard bands because
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of complete utilization of the time and frequency by each user,
and simplified network control.

Additionally, techniques of high-resolution waveform syn-
thesis by spectral filtering of ultrashort light pulses (ULPs) in an
optical processor have been developed, advancing the science of
ultrafast phenomena. By employing an orthogonal phase code
set as the spectral filter, the resulting optical waveforms can be
used as a basis for a multiuser communication system with a
spread time property [2]. In the ULP-CDMA format suggested
by Weiner,et al.[3], [4], each user has a unique phase code from
the orthogonal set for encoding a pulse before transmission on a
common optical fiber carrier in an on–off keying (OOK) mod-
ulation format. The desired signal is restored to a short pulse
form (i.e., despread) at the receiver by applying a spectral filter
consisting of the phase-conjugated code used at the transmitter
of interest. The optical waveforms from other users remain as
encoded pulses with long duration and low intensity. The de-
coded signal needs to be detected by a nonlinear thresholding
operation [5], as the temporal variation of the signal is too fast
for direct electronic detection schemes.

On the other hand, in many recent studies including [6]–[10],
various kinds of pulse position modulation (PPM) have been in-
vestigated as ways to improve the performance of optical com-
munication systems. In [11] and [12], however, it was shown
that, for a fixed throughput and chip time, there is no advan-
tage in employing conventional PPM in place of OOK in op-
tical CDMA systems. Thus, some modified schemes, including
overlapping PPM (OPPM) [11], [13] and bipolar PPM with
spectral CDMA encoding [14], have been investigated to in-
crease the bandwidth efficiency. In the ULP-CDMA systems,
however, the situation is different. Since a large bandwidth (ul-
trashort pulsewidth) is already a given, it is of importance to
determine how to utilize the bandwidth effectively. Recently, a
ULP-CDMA system with PPM signaling has been reported in
[15]. In this scheme, however, PPM is employed as it has been
done in spread spectrum CDMA systems: the pulse separation
of the PPM is greater than the encoded signal duration. Thus,
the large bandwidth of the ULP is not fully exploited and the
maximum number, , of PPM symbols is given by the ratio
of the symbol period to the CDMA encoded signal duration.
One possible approach for better utilizing the large bandwidth
of the ULP is to introduce PPM with a very small pulse sepa-
ration symbol encoding. Then, the bandwidth efficiency would
increase if we increase the number of PPM symbols roughly
up to the ratio of the symbol period to the ULP duration. In
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this scheme, however, a detector with very high time resolution
is necessary to discriminate the pulse positions. A new tech-
nique for converting ultrafast temporal information to a spatial
image [16] may assist in the implementation of a high-resolu-
tion time filter at the receiver. The ability to observe the temporal
signal by a spatial detector array enables parallel processing of
received signals at all PPM signal locations. Thus, the proposed
PPM scheme using the ULP with very short pulse separation
can be implemented with electrical circuitry that is compatible
with the symbol rate (typically, much lower than 1 GHz).

In this paper, we propose a hybrid PPM/ULP-CDMA
scheme for ultrafast optical communications. The analysis
of the proposed scheme spans two papers: Part I investigates
the statistical properties of an ULP-CDMA network with a
general pulse model, and provides a theoretical analysis on
the performance of the proposed hybrid PPM/ULP-CDMA
scheme; in Part II, we consider some issues on practical system
implementation and their effects on the performance, as well
as modified modulation/detection schemes to enhance the
proposed PPM/ULP-CDMA system. The contributions of Part
I of this paper include the following:

• the statistical properties of encoded ULPs are investigated
based on a general pulse model;

• the performance of the proposed PPM/ULP-CDMA system
is analyzed by assuming fully asynchronous transmission and
taking the time-varying characteristics of the encoded ULP into
account, which were not fully considered in [4] and [15].

II. STATISTICAL PROPERTIES OFENCODED ULPS

There is a need for re-evaluating the statistical properties of
coded ULP because the previous analysis [4] only treated a sim-
plified model where the spectrum had a rectangular shape. More
representative pulse shapes of an actual ULP from mode-locked
lasers are the Gaussian and sech profiles [17]. The structure of
this section closely follows that in [4], including the statistical
properties of a single-coded pulse and the correlation functions
of the coded pulses. However, in this paper, we do not confine
our consideration to a specific pulse shape.

We begin with a normalized and dimensionless (both in do-
main and in range) baseband temporal pulse shape with
the following properties: i) is real; ii) the duration and the
peak value of are both one (for pulses not limited in the
time domain, the duration is defined in the full-width half-max-
imum (FWHM) sense); iii) is bounded by a function that
is positive, monotonically decreasing with, and integrable;

iv) , . Note that is also
dimensionless because the domain and range of are di-
mensionless. Also note that
exists from property iii), where its FWHM bandwidth will be
denoted as . From the above properties, we get
for , where . Then, an input ULP
with duration and its associated spectrum are given by

(1)

Fig. 1. Schematic of spectrally encoding an ULP. (a) Spectrum of Gaussian
ULP. (b) Spectral binary encoding sequence. (c) Resultant spectrum of an
encoded Gaussian ULP.

where is the peak power of the pulse, and is the optical
carrier frequency.

In the ULP-CDMA communication format, each user en-
codes his transmitted pulse with a unique spectral filter. The
spectral filter is comprised of contiguous rectangular frequency
bands, each of bandwidth, where each band is multiplied by
an element of a coding sequence. The encoding filter is realized
by a spatial mask placed in the central Fourier plane of a spec-
tral processing device—a standard optical setup consisting of a
pair of gratings and lenses in a 4-configuration—where the
spectral components of the input ULP are spatially dispersed.
The spectral filter can be implemented by either an etched
mask or a spatial light modulator [18]. For the purpose of this
analysis, we assume the elements of the code take on the values
of 1 (i.e., a binary code) with equal probability. Note that
the analysis can be generalized to a broader set of complex
signature codes [19]. By using these quantized phase codes
with alphabet size greater than two, the number of available
signature sequences is greatly enlarged, thus supporting many
users. Also, the optical implementation of the encoding filter
using quantized phase codes is not significantly more difficult
than implementing binary codes, as opposed to the radio
frequency (RF) case where more hardware is required.

Since the bandwidth of the ULP may not be finite for certain
pulse envelopes, we model the code as having an infinite number
of elements. In practice, its truncated version is used, and one of
the results of the following analysis is that we find the effective
number of code elements contained in the bandwidth of the ULP,
dependent on the pulse shape we assume.

A graphical representation of the encoding process is dis-
played in Fig. 1. The spectrum of an encoded pulse is given by

(2)
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where is the spectrum of the encoded waveform of user,
is the encoding filter of user, when

and , otherwise, is the spectral chip bandwidth (in
Hz), and is the th element in the sequence used by user.
Then, the encoded output waveform is given by

FT

(3)

where FT is the inverse Fourier transform, is the con-

volution operator, , the second equality
follows the fact that

FT

and

Equation (3) describes the temporal evolution of an encoded
waveform for a known encoding sequence. When , the
envelope of the encoded waveform is determined by the
function, while the infinite sum results in a waveform that re-
sembles a noise burst.

For the purpose of this analysis, we model the elements of the
code, , as uncorrelated binary random variables. In addition,
we make the following definitions:

(4)

(5)

(6)

where , as well as

and

In (4)–(6), the Fourier series identity
is used, where

is the Dirac-delta function. With these definitions, statis-
tical properties of an encoded waveform can now be inferred.

Proposition 1: The first and second moments of the encoded
pulse are and

.
Proof: Since , it is straightforward that

from (3). Again, from (3), we find the second
moment of the encoded pulse as

(7)

where the second equality follows from the uncorrelated prop-
erty of the code elements.

Lemma 1: If , we have

and

Proof: Since , has a much wider enve-
lope than does . Thus, we have

(8)
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Similarly, we get

(9)

Corollary 1: If , the expected intensity pro-
file of an encoded waveform can be approximated as

, where and

is the effective number of chips.
Proof: Since , we have

from Lemma 1. Thus, from
Proposition 1, we get

Since is the autocorrelation function of , its duration
is (approximately) twice that of , which yields
for . Thus, since , , , can be
ignored. Therefore, we get .

Note that the field autocorrelation shown inProposition 1
is not a stationary function of time, and that the peak power
of the expected intensity of an encoded waveform has dropped
by a factor of , compared to the input ULP peak power.
FromCorollary 1, the FWHM duration of the expected intensity
of an encoded waveform is now inversely proportional to,
while its power spectrum remains the same, since a phase-only
linear filter was used. Since the duration of an ULP is, the
resulting time-bandwidth product of the encoded waveform has
increased proportional to , that is, proportional to .
We conclude that the effective number of chips is analogous to
the processing gain in conventional spread spectrum systems,
and determines the amount of time spreading. Additionally, the
energy in the encoded pulse is equal to the energy in the input
pulse, as can be shown by integrating the intensities of the input
and the encoded ULP over .

As a last step, we analyze the intensity autocorrelation of an
encoded waveform as follows:

Proposition 2: If , the intensity autocorrelation is
given by

Proof: See Appendix A.
From Propositions 1and 2, we can see that the field and

intensity autocorrelations are not stationary functions of time.
Physical measurements of the autocorrelations perform time in-
tegration by the slow electronics that detect the optical signal.
By performing time integration on the nonstationary results of
Propositions 1and2, we get the time-integrated field and inten-
sity autocorrelations as follows:

Lemma 2:

Proof: By substituting , we can rewrite (4) as

(10)

Thus, we have

Proposition 3: The time-integrated field autocorrelation is
given by

Proof: Since the bandwidth of is confined within
, the bandwidth of

is confined within , where and are arbitrary
constants. Thus, for , we have

, which implies
, unless . Therefore,

from (7) andLemma 2, we have

Note that, fromProposition 3, we also have

Lemma 3: If , we have: 1)
; 2)

; and 3) ,
where denotes “order of.”

Proof: See Appendix B.
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Fig. 2. Field and intensity of an encoded ULP. (a) Real part of the field (a
sample). (b) Real part of the field (average). (c) Intensity (a sample). (d) Intensity
(average).

Proposition 4: If , the time-integrated intensity au-
tocorrelation is approximated as

(11)

Proof: Since , from Lemma 1, we have

(12)

Thus, fromProposition 2andLemma 3, we have

(13)

The interpretation ofProposition 4is as follows: for most of
the time, the time-averaged intensity autocorrelation has a func-
tional form of the autocorrelation function , which
is symmetric about with a peak autocorrelation value
of , decreases monotoni-
cally to zero, and its duration is approximately ; however,
it is doubled periodically at due to the second term

Fig. 3. Field and intensity correlation of an encoded ULP. (a) Real part of
the field correlation (a sample). (b) Real part of the field correlation (average).
(c) Intensity correlation (a sample). (d) Intensity correlation (average).

in the parenthesis of the right-hand side of (13), where the in-
tensity profile of the input ULP reappears. This follows from
the fact that the intensity samples separated byare correlated
when is within the vicinity (roughly ) of integer multiples
of , in which the periodicity comes from the spectral chip
bandwidth. Note that the time-averaged field and intensity auto-
correlations of the encoded waveforms yield measurements of
the input ULP autocorrelation function , which is con-
sidered a difficult task.

Computer simulations were performed to corroborate the
findings of the statistical properties. We used a Gaussian pulse
shape given by . The simulation
parameters were conducted for a fs pulse and a
spectral chip bandwidth of GHz. Expectation values
were approximated by averaging over 100 trials. Figs. 2 and 3
summarize the computer simulation results, which match quite
well to Proposition 1, Corollary 1, andPropositions 3and4.
Using the simulation parameters, and the
effective number of spectral chips is .

III. SYSTEM MODEL

The transmitter and receiver scheme for the hybrid
PPM/ULP-CDMA system considered in this paper are shown
in Fig. 4. An ULP from a laser source is shifted into one of
the possible signal locations with separation according
to the data symbol with symbol period , and is CDMA
encoded with its unique spectral filter. A decoding filter at
the receiver despreads the encoded signal back to a ULP,
and the pulse position is detected through a photo detector
array at the output of the time–space processor, which linearly
converts the finite-length (determined by the time window of
the time–space processor) interval of the incoming temporal
signal, at the instant determined by a reference pulse, into the
corresponding spatial image. More detailed discussion on the
time–space processor will be given in Part II. Finally, decision
circuitry selects the symbol with the largest intensity, and then
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Fig. 4. Transmitter/receiver scheme of the PPM/ULP-CDMA system.

the transmitted information is extracted from the detected pulse
position.

In order to convert a CDMA-decoded ULP to a spatial signal
on the detector array, a timing reference is required, as men-
tioned above. Since femtosecond-scale time synchronization
between transmitter and receiver is difficult, it must be ex-
tracted from the transmitted signals. Sending a CDMA-encoded
reference pulse along with the data is one possible solution. A
second solution is to use previous data as a reference for the
current pulse position, together with an initial setup period.
However, in Part I of this paper, we assume that a perfect time
reference at the receiver is available by some means. Practical
implementations and their effects on the performance of the
proposed system will be considered in Part II.

Now, consider the signal at the desired user’s receiver. In
the following analysis, we will consider only interuser interfer-
ence, as it is the dominant source of degradation except at low
signal-to-noise ratio (SNR). Let be the time delay of theth
interferer, including the effect of the PPM. Then, the received
signal is

(14)

where is the desired user’s encoded signal andis the
number of users. Here, we assume thatis uniform over a
symbol period, while the time delay of the desired user is set
to zero without loss of generality. After passing through the
CDMA decoder, the desired user’s signal despreads into a ULP,
while the interfering signals remain spread out in time. Since we
assumed random binary spreading sequences on all users, the
statistical properties of a falsely decoded (interference) signal
are the same as those of an encoded signal.

Proposition 5: As ,
converges to a nonstationary complex Gaussian

process with mean 0 and time-varying variance .

In addition, if is not an integer multiple of , the variances
of its real and imaginary parts are equal.

Proof: See Appendix C.
By Proposition 5, we can approximate the complex

envelope of an interference signal, for a given, as a nonsta-
tionary complex Gaussian process with mean zero and equal
time-varying variances of its real and imaginary parts given by

, when is sufficiently large.
Now consider the correlation characteristics. Since PPM with

pulse separation is employed, the time differences between
interference samples of interest are ,
. Since , we can set sufficiently greater than
but sufficiently smaller than . Then,

for and any integer .
Thus, from Proposition 1and
Lemma 1. Therefore, the interference samples can be assumed
uncorrelated, which implies mutual independence since they are
Gaussian.

IV. PERFORMANCEANALYSIS AND NUMERICAL EVALUATION

In this section, we will analyze the performance of the pro-
posed hybrid PPM/ULP-CDMA system. To facilitate the anal-
ysis, we will assume that the intensity samples are taken in-
stantaneously at the possible pulse positions and the detection
process is to choose the largest one. Let us define

(15)

where . Then, for fixed and , is a
complex Gaussian random variable with mean zero and the vari-
ances of its real and imaginary parts given by , where

and

Let and be the intensities sampled at the desired signal
location , and another signal location which is
apart from the desired slit , respectively. Due to the
symmetry of the and the probability density function
(pdf) of , we can assume that without loss of generality.
Then, the conditional pdfs of and are [20]

(16)

and

(17)
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Fig. 5. N -level approximation.

respectively, where is the zeroth-order modified Bessel
function of the first kind. Let

and

be the effective number of interferers (i.e., interference variance
normalized by the peak variance, , of a single in-

terferer) at the desired location and the one separated by
seconds, respectively. Then the following proposition holds:

Proposition 6: The pairwise probability, conditioned on
, is

(18)

Proof: See Appendix D.
From the conditional pairwise error probability, we get the

unconditional pairwise error probability as

(19)

To evaluate (19), the pdf of must be known. Since
and are functions of , in principle, it could be obtained
from the pdf of . However, there does not appear to be a way
of obtaining the pdf in closed form. Thus, we will use three
methods to evaluate (19). The first two are numerical evalua-
tions based on approximations of the pdf of obtained
by truncating the function in the time-varying variance,
and will be described later; the other is an-level approxima-
tion shown in Fig. 5. Note that a two-valued approximation was
successfully used to approximate Gaussian interference with a
randomly varying variance in [21]. The-level approximation
is obtained by quantizing the function with an -level
function, and can be described as follows:

• Let

and

• Assume that unless

, where , which is the minimum in-
terval that contains the mainlobes of both and (see
Fig. 5). This approximation helps reduce the region ofof in-
terest and will be justified later.

• Let , , be the interval

and . In other words,
the are equal-length intervals that span the region of interest

and is the average
value of within the interval . Then, we approximate

as if .
Then, it is seen that , , due to the

symmetry of the function. The -level approximation
described above is a simple one, but may not be an optimal way
to represent with values. However, it will be shown
later that it yields a good approximation to the upper bound of
the bit error probability.

The above approximation implies that interferers whose de-
lays are not in can be assumed to have no effect
on the desired user. Let us consider the case where the number of
interferers within the delay interval is . Then,
the probability of this event is

(20)
In this case, each delay of theusers is within one of the ,

, equiprobably. Thus, each of the users
can take one of the values with equal probability

, while the other users do not interfere with the
desired user at all. Let be the number of interferers whose
takes the value of . Then, it is easily seen that ,

, and the probability of this event for a given
is . Therefore, we can approximate

(19) as

(21)

where

(22)

and

(23)

Note that (21) is a function of. There are ways of
choosing the positions of the desired and interfering user from

possible positions. Among them, the number of -apart
signal position pairs is . By assuming equiprobable



KIM et al.: HYBRID PULSE POSITION MODULATION/ULTRASHORT LIGHT PULSE CDMA SYSTEMS—PART I 2025

Fig. 6. Bit error probabilities when� = 200 fs andN = 94.

Fig. 7. Bit error probabilities when� = 200 fs andN = 188.

information symbols, we get the union bound on the symbol
error probability as

(24)

Let be the average number of bit errors per the number
of bits in a symbol, caused by falsely detecting a symbol that
is -apart from the desired symbol. Then, we get the union
bound on the bit error probability as

(25)

Note that depends on the mapping rule of binary digits
into PPM symbols. In the following numerical evaluations, Gray
encoding is assumed.

In Figs. 6 and 7, the union bound on the bit error probabili-
ties of the proposed hybrid PPM/ULP-CDMA system are shown
for when ,
fs, fs, , and GHz ( ps,

) and GHz ( ps, ).
The results from numerical method 1 are also based on (21).
For a given , however, instead of using (22), we generate
with a uniform distribution over and evaluate

Fig. 8. Bit error probabilities when� = 100 fs and� = 200 fs.

and . Then,
, at a given and , is evaluated fromProposition 6.

Finally, we evaluate the pairwise bit error probability by aver-
aging each result of 20 000 runs obtained from (21). Note that
the truncated function used in numerical method 1 con-
tains only the mainlobe. The numerical method 2 is identical to
numerical method 1, except that it uses the largest sidelobe as
well as the mainlobe. In other words, is generated with a uni-
form distribution over and (20) is modified as

The performance of the ULP-CDMA system using OOK [4],
with the same , , and , is also plotted for comparison. We
slightly modify the bit error probability given in [4], by taking
the sinc-square form of the time-varying variance of the encoded
pulse, which was simplified to a rectangular one in [4], into
account.

From the numerical results, we see that the results of method
1 are quite close to those of method 2. Thus, it appears to be
justified to ignore the sidelobes of the functions in the
analysis. It is observed that the results from the-level ap-
proximation match those obtained from the numerical methods
quite well for the two cases. Indeed, is shown to be
sufficient to get a good approximation for the two cases. From
the results, it is clearly seen that the aggregate throughput of
the PPM/ULP-CDMA system is much higher than that of the
ULP-CDMA system with OOK, and that the performance of
the proposed system gets better as the effective number of chips,

, increases. It is also seen that the bandwidth efficiency of
the proposed system gets better asincreases.

In Fig. 8, the union bound for the bit error probabilities of
the proposed hybrid PPM/ULP-CDMA system are shown for

GHz ( ps, ), GHz (
ps, ), and GHz ( ps, ),
when , fs, fs,

, respectively. The -level approximation with
is used for the evaluation. The results shown in Figs. 6 and 7,
with , are replotted for comparison. We can see that we
improve the performance of the proposed system by reducing
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the ULP duration while the spectral chip bandwidth remains
constant (therefore, the effective number of chips increases).
This is due to the enlarged bandwidth by reducing the ULP dura-
tion. It is also seen that we can improve the performance of the
proposed system by reducingwhile the effective number of
chips remains constant (therefore, the spectral chip bandwidth
increases). This is also primarily due to the enlarged bandwidth.
It indicates that, for a fixed effective number of chips (i.e.,is
a constant), smaller (and larger ) yields better performance
because the duration of an interfering signal is reduced, but yet
has the same peak power reduction.

Now, consider the effect when we increase the number of
spectral chips with a fixed bandwidth. As increases, the du-
ration of an encoded pulse increases, while the power of each
interferer decreases. Thus, the number of effective interferers
(those that put significant energy in the time window mainlobe
of the desired user), also increases. Then, the interference can
be approximated as a stationary complex Gaussian process with
variance , in
part by invoking the central limit theorem. In this case, the SNR
per symbol is , where

is the aggregate throughput. Since the pdf
of the actual interference has a more impulsive nature (i.e., a
heavier tail) than the Gaussian process, the performance ob-
tained by the above approximation provides the limiting achiev-
able one (also plotted in Fig. 8) for the proposed system. Thus,
the limiting performance is given by the following proposition.

Proposition 7: Let be the required bit error probability.
Then, the limiting aggregate throughput and the bandwidth ef-
ficiency are given by

and

respectively.
Proof: Since the union bound for the bit error proba-

bility of -ary orthogonal modulation/noncoherent reception
in an additive white Gaussian noise (AWGN) channel is

[20], we have
, where .

The remaining part is straightforward, since the FWHM
bandwidth of is .

For example, , ,
fs, and results in Tb/s and

bps/Hz. When , and are reduced
to 1 Tb/s and 0.233 bps/Hz, respectively. In Fig. 9, the max-
imum achievable throughput, , is plotted as a function of

, showing that we can improve the performance by increasing
.

V. CONCLUDING REMARK

In this paper, a hybrid PPM/ULP-CDMA system was pro-
posed to efficiently exploit the large bandwidth of the optical
fiber channels. The proposed hybrid PPM/ULP-CDMA system
employed the PPM with very short pulse separation by virtue of
the time–space processing technique in [16], while conventional

Fig. 9. Limiting aggregate throughput� for P = 10 and10 when
� = 100 fs and� = 200 fs.

PPM/ULP-CDMA systems used PPM pulse separations compa-
rable to a CDMA encoded signal duration. Thus, the bandwidth
efficiency of the proposed system could be much higher than
those of the conventional PPM/ULP-CDMA systems.

The statistical properties of a CDMA-encoded ULP, pre-
viously done for a simple rectangular pulse assumption in
[4], were investigated based on a general ULP model. The
pseudonoise characteristics of an encoded ULP was again
confirmed with the general ULP model. A set of computer
simulations was performed to corroborate the derived statistical
properties in the case of an encoded Gaussian-shaped ULP. It
was shown that, with the general ULP model, the peak power
of an encoded ULP was reduced not by the number of chips as
in [4], but by the effective number of chips that was determined
by the ULP duration, the ULP pulse shape, and the spectral
chip bandwidth. It was also shown that the encoded ULP could
be well approximated to a nonstationary complex Gaussian
process with time-varying variance.

Through the analysis of the proposed hybrid
PPM/ULP-CDMA system, the -level approximation
method was used to evaluate the union bound on the bit error
probability of the proposed system. It was shown that the

-level approximation with could provide results close
to those obtained from numerical methods. For comparison, the
performance of the proposed hybrid PPM/ULP-CDMA system
was plotted against that of the ULP-CDMA system using
OOK. From our results, it was shown that we can improve the
performance of the ULP-CDMA system substantially by
employing PPM. It was also shown that increasing the effective
number of chips, the possible signal positions in PPM, or the
bandwidth, could provide better performance.

In order to investigate the performance limit of the proposed
hybrid PPM/ULP-CDMA system, the case of a very large
number of effective chips and a very large number of users was
considered. In this case, the interference was approximated
as a stationary complex Gaussian random process, and the
limiting aggregate throughput and the bandwidth efficiency
were derived as functions of the number of possible signal
positions in PPM and the required bit error probability.
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The limiting achievable aggregate throughput was up to 1.5
Tb/s and 1 Tb/s with fs ULP and PPM at

and 10 , respectively. In addition, it can be
further improved by increasing the number of possible signal
positions in PPM, theoretically up to the ratio of the symbol
period to the ULP duration.

APPENDIX A
PROOF OFPROPOSITION2

The intensity autocorrelation is given by

(26)

The expectation of the product of the four code elements is
nonzero for the following cases: a) when ,
then ; b) when , then

; c) when , then
; d) when ,

then . In case a), we have
. The double sum-

mation term in cases a) and b) can be combined to yield
, where

the double summation is separable. Similarly, cases a) and c)
are combined to yield

. Finally, cases a) and d) are combined to yield
. In

addition, and are real as shown in (4)
and (5). Therefore, we have

.

APPENDIX B
PROOF OFLEMMA 3

1) Since , from Lemma 1, we have

(27)

where the last approximation follows from the finite duration of
. Thus, we have

2) Since , we have

from Lemma 1. Thus, we have

(28)

where the last equality follows by approximating with
, so that

(29)

3) We get
by approximating with in (6).

APPENDIX C
PROOF OFPROPOSITION5

Let us define

and

Then, we have

From now on, we omit the superscript for con-
venience. First, consider the real part, . Let

be an integer, where is a positive con-
stant. Define . Then, ,

are zero mean mutually independent
random variables with . Let
us define
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and

where

(30)

By using the identity

we get

(31)

Note that

where is the Kronecker delta function. Thus, as
, we have

(32)

where the last equality follows from the fact that as

and

justified as follows. First, as , gets concen-
trated at , which implies that

converges to a delta function when , and vanishes other-
wise. Since

converges to . Similarly, when

gets also concentrated at , and vanishes otherwise. Since

converges to .
Now, define

and . As in Appendix A, only the
and , or and , or
and terms are nonzero. Since the three

cases yield the same result, we have

(33)
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By squaring (31), we have a double integral and a double sum-
mation, in which there are four terms. The first term,, may
be expressed as

(34)

By taking the summation on the first cosine term over
to and dividing it by , we get

(35)

Similarly, the second cosine term yields the same result except
that the argument of the delta function is . Then,
we have

(36)

Now, consider the function

As , similar to what was discussed earlier, the second
half of the function, namely

gets concentrated at only when and
vanishes otherwise. If , makes the first half,

, vanish. In addition, we have

Thus, it converges to
as . Then, by substituting the delta function, we have

(37)

where the last inequality follows from the fact that, from the
definition of , there exists a positive function that is
monotonically decreasing with respect toand is integrable,
such that . Similarly, we can see
that, as , the summation of the other remaining terms
in the square of (31) over to , divided by ,
is finite by taking similar steps as in (34)–(37). Thus, we get

. Since implies
that is identically zero, we can assume that

without loss of generality. Also, from (31), we have

Since is bounded by a positive function that is mono-
tonically decreasing and integrable, we have

which implies . Thus, we get . Finally,
we have

(38)

which shows that, as , converges to a
Gaussian process with mean zero and variance
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by the Lyapunov version of the central limit theorem [22]. Simi-
larly, also converges to a Gaussian process with mean
zero and variance

As the last step, it can be shown that

(39)

where the second equality follows the fact that ,
for , and the last equality follows the fact that

is an odd function of . Thus,
converges to a complex Gaussian process with mean zero

and variance . Finally, when is not an integer
multiple of , , which
implies that the variances of its real and imaginary parts are
equal, and given by .

APPENDIX D
PROOF OFPROPOSITION6

From (16) and (17), we have

(40)

for . Note that the conditional prob-
ability depends on only the variances and
for a given . Thus, we can rewrite (40) as

(41)

Therefore, we get

where and is shown as follows.
Without loss of generality, we can assume that the delays are
uniform over a symbol period centered at . Let be
the set of satisfying .
Then, for an element , we define a collection

or

. Note that, for any , we get .
Let us also define as the cardinality of .

Since is an even function, ,
which implies . Thus, we get

. Since it is apparent that , we have
. Note that, for a fixed , there are

more elements of that generate the same collection .
Thus, by taking one element from each distinct collection, we
can construct a subset of satisfying i)
and ii) for any , , .

Let be the measure of . Then, due to the independent
and identically distributed (i.i.d.) uniform distribution of each
element of , we can see that the pdf of, conditioned on

, is . Thus, we have

(42)

On the other hand, we have

(43)

where the second equality follows from the fact that
elements of take while the other elements take

, as their th element.
From the definition of and , it is easily seen that

. Therefore, we get
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