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Abstract—in this paper, we propose a hybrid pulse position of complete utilization of the time and frequency by each user,
modulation/ultrashort light pulse code-division multiple-access and simplified network control.
(PPM/ULP-CDMA) system for ultrafast optical communications. Additionally, techniques of high-resolution waveform syn-

The proposed system employs spectral CDMA encoding/decoding - e . .
and PPM with very short pulse separation. The statistical prop- thesis by spectral filtering of ultrashort light pulses (ULPs) inan

erties of the encoded ULP are investigated with a general pulse Optical processor have been developed, advancing the science of
model, and the performance of the proposed PPM/ULP-CDMA ultrafast phenomena. By employing an orthogonal phase code

system is investigated. It is shown that we can improve upon the set as the spectral filter, the resulting optical waveforms can be
performance of other ULP-CDMA systems, such as those using seq as a basis for a multiuser communication system with a

on—off keying, by employing PPM. It is also shown that we can .
improve the performance of the proposed system by increasing spread time property [2]. In the ULP-CDMA format suggested

the effective number of chips, by increasing the number of PPM DYy Weinergtal.[3], [4], each user has a unique phase code from
symbols, and by reducing the ULP duration. The performance the orthogonal set for encoding a pulse before transmission on a

analysis shows that the aggregate throughput of the proposed common optical fiber carrier in an on—off keying (OOK) mod-
PPM/ULP-CDMA system could be over 1 Tb/s. ulation format. The desired signal is restored to a short pulse
Index Terms—eptical code-division multiple-access (CDMA), form (i.e., despread) at the receiver by applying a spectral filter
pulse position modulation (PPM), ultrashort light pulse. consisting of the phase-conjugated code used at the transmitter
of interest. The optical waveforms from other users remain as
encoded pulses with long duration and low intensity. The de-
) ) ) coded signal needs to be detected by a nonlinear thresholding
I N RECENT years, design and analysis of optical commiperation [5], as the temporal variation of the signal is too fast
nication networks has been an active research area, agitgirect electronic detection schemes.
is commpnly felt that a fiber-based opticall comr_nunicati_on On the other hand, in many recent studies including [6]-[10],
network is the only way to meet the drastically increasingarious kinds of pulse position modulation (PPM) have been in-
demand for multimedia services in the near future. Althougfstigated as ways to improve the performance of optical com-
wavelength-division multiplexing (WDM) is the currentyynication systems. In [11] and [12], however, it was shown
favorite multiplexing technology for optical communicationnat, for a fixed throughput and chip time, there is no advan-
[1], code-division multiple access (CDMA) can be a desirablgge in employing conventional PPM in place of OOK in op-
alternative, since it would provide asynchronous access (Qjga| CDMA systems. Thus, some modified schemes, including
n_etwork, a degree of _securlty aga_lnst interception, no need ERferIapping PPM (OPPM) [11], [13] and bipolar PPM with
either frequency (or time) allocation or guard bands becaug§ectral CDMA encoding [14], have been investigated to in-
crease the bandwidth efficiency. In the ULP-CDMA systems,
_ _ _ however, the situation is different. Since a large bandwidth (ul-
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this scheme, however, a detector with very high time resolutio (a) Uncoded ULP

is necessary to discriminate the pulse positions. A new tecl, 1r ' ' ' ' ' ' ‘ ]
nique for converting ultrafast temporal information to a spatiaf’g
image [16] may assist in the implementation of a high-resolu 30-5'
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tion time filter at the receiver. The ability to observe the tempora < . ‘ . . .
signal by a spatial detector array enables parallel processing (b) CDMA encoding spectral filter
received signals at all PPM signal locations. Thus, the propost ( TN A
PPM scheme using the ULP with very short pulse separatic
can be implemented with electrical circuitry that is compatible
with the symbol rate (typically, much lower than 1 GHz). LU L |
In this paper, we propose a hybrid PPM/ULP-CDMA © ULP '
scheme for ultrafast optical communications. The analysi : : : ;
of the proposed scheme spans two papers: Part | investiga I I
the statistical properties of an ULP-CDMA network with a :
general pulse model, and provides a theoretical analysis ( g J” |
the performance of the proposed hybrid PPM/ULP-CDMA ~1- e E— o 2 a o 8
scheme; in Part Il, we consider some issues on practical syste Frequency (THz)
implementation and their effects on the performance, as well
as modified modulation/detection schemes to enhance ffig 1. Schematic of spectrally encoding an ULP. (a) Spectrum of Gaussian
proposed PPM/ULP-CDMA system. The contributions of Pa ;d(:(; ggﬁggﬂnbm_agy encoding sequence. () Resultant spectrum of an
| of this paper include the following:
« the statistical properties of encoded ULPs are investigat\(f‘ﬁllereP0 is the peak power of the pulse, ang is the optical
based on a general pulse model, carrier frequency.
_ * the performance of the proposed PPM/ULP-CDMA system |, the UL P-CDMA communication format, each user en-
is analyzed by assuming fully asynchronous transmission aligies his transmitted pulse with a unique spectral filter. The
taking the tlme-varylng characterlspcs of t_he encoded ULP 'ng‘bectral filter is comprised of contiguous rectangular frequency
account, which were not fully considered in [4] and [15]. 345 each of bandwidth, where each band is multiplied by
an element of a coding sequence. The encoding filter is realized
[I. STATISTICAL PROPERTIES OFENCODED ULPS by a spatial mask placed in the central Fourier plane of a spec-
There is a need for re-evaluating the statistical propertiestE)"f‘.I processing device—a stgndard opycal sv_atup consisting of a
coded ULP because the previous analysis [4] only treated a s ir of gratings and lenses n af4eonf|gurat|onfwher_e the
plified model where the spectrum had a rectangular shape. M eectral comp(_)nents of the_mput ULP are spa_t|ally dispersed.
representative pulse shapes of an actual ULP from mode-loc Jbe spectral f|.Iter.can be implemented by either an etchgd
lasers are the Gaussian and sech profiles [17]. The structurénngk ora spatial light modulator [18]. For the purpose of this
this section closely follows that in [4], including the statistica?nalys's.” we assume the eIem_ents ofthe code t_a_ke on the values
properties of a single-coded pulse and the correlation functio?lfsjEl (Le., a binary code) with equal probability. Note that

of the coded pulses. However, in this paper, we do not confimse a?aly5|s (;:an 23 geBneraI_lzedﬂ'io a broadt_er Zet Ef comp(ljex
our consideration to a specific pulse shape. signature codes [19]. By using these quantized phase codes

We begin with a normalized and dimensionless (both in déﬁ\{-ith alphabet size grgater than two, the number of ayailable
main and in range) baseband temporal pulse shaf with signature sequences is greatly enlarged, thus supporting many

the following properties: ip.(t) is real; ii) the duration and the users. Also, the optical implementation of the encoding filter

peak value of2(¢) are both one (for pulses not limited in the‘using_quantized _phas_e codes is not significantly more difficul_t
time domain, the duration is defined in the full-width half-max.'2" Implementing binary codes, as opposed to the radio

. . . . frequency (RF) case where more hardware is required.
imum (FWHM) sense); iii)p.,(t)| is bounded by a function that = ~_. : - .
is positive, monotonically decreasing witt], and integrable; Since the bandwidth of the ULP may not be finite for certain

. A oo g _ pulse envelopes, we model the code as having an infinite number
'V_) On = ffoo pu(t)dt > 0,n = 1_7 2. Note thatay, is als_o of elements. In practice, its truncated version is used, and one of
dimensionless because the domAam O?nd range, 0 are di- e resyits of the following analysis is that we find the effective
mensionless. Also note tha,(w) = [~ pu(t) exp(—jwt) dt  humber of code elements contained in the bandwidth of the ULP,
exists from property iii), where its FWHM bandwidth will bedependent on the pulse shape we assume.

denoted ad3. From theAabove properties, we ggf < « < oo A graphical representation of the encoding process is dis-
forn = 1,2, wherea = [%_|p.(t)| dt. Then, an input ULP played in Fig. 1. The spectrum of an encoded pulse is given by

with durationr and its associated spectrum are given by
Yi(w) = P(w)H;(w)

p(t) =/ Popu <$> exp(jwot) = /Py 7Pu(7(w — o)) i alg (‘” — 0 m)

m=—00

< P(w) =/ Py 7Py (7(w — wp)) (1) (2)
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whereY;(w) is the spectrum of the encoded waveform of userwherep. (t) = p.(t/7), as well as

H;(w) is the encoding filter of user g(z) = 1 when|z| < 1/2 Al [
andg(z) = 0, otherwise {2 is the spectral chip bandwidth (in Ry(to) = - / Pu(t)pu(t + to) dt,
Hz), anda? is themth element in the sequence used by user 2 e
. . 1 oo
Then, the encoded output waveform is given by pa(t) 2 o / Pu(0)pu(t — o) do
ilt) =FT-H{Yi(w)} s
— /Py Qexp(iwot) Rginc(to) = /_oo sinc(t) sinc(t + to) dt
> , and
P, <£> ® | sinc(§2t) Z a'?) exp(j2rmQt) o0
T = Raine (o) = / sinc?(t) sinc?(t + to) dt.
PoQ exp(jwot) Y alDsm(t) (3) In (4)—~(6), the Fourier series identityQ> >
m=—co exp(j2rmQt) = Y07 §(t + n/Q) is used, where

here FT-11.1 is the | Fourier transf is th 8(-) is the Dirac-delta function. With these definitions, statis-
w erg {}is ] € mvgrs? ourier ransior, IS the con- ;.| properties of an encoded waveform can now be inferred.
volution operatorsinc(x) = sin(wz)/(7z), the second equality  proposition 1: The first and second moments of the encoded

follows the fact that pulse y;(t) are E{y;(t)} = 0 and E{y;(t)y(t + to)} =
1 w — wo P(]Q exp( onfg)Gl (f to)
FT7 95 —™ Proof: Since E{a{} = 0, it is straightforward that

E{y;(t)} = 0 from (3). Again, from (3), we find the second

= Qsince(Q1) - exp(jwot) exp(j2mmdt) moment of the encoded pulse as

and E{yi(t)y; (¢t +to)}
2 \/ﬁ/ Du (—U> sinc(Qo) exp(j2wmslo) do. = PoQexp(—jwoto) Z Z E {afjl)aff)}

—00 T m=—o00 n—=—
Equation (3) describes the temporal evolution of an encoded “sm(t)s, ( + to)
waveform for a known encoding sequence. Wken« 1, the . > .
envelope of the encoded waveform is determined byithe -) = Poexp(—jwoto) Y sm(t)sp(t+ o)
function, while the infinite sum results in a waveform that re- , meTee
sembles a noise burst. = Pof2exp(—jwolo)Ga(, to) )

Forthe purpose of this analysis, we model the elements of thikere the second equality follows from the uncorrelated prop-

code am , as uncorrelated binary random variables. In additioryty of the code elements. ]
we make the following definitions: Lemma 1:If Qr < 1, we have

o G1(t, to) = agrsine(2t) sinc(Q(t + to))
Gi(t, to) 2 > sum(t)sh,(t +to) o0 o

m= . R -
Z P <7‘ QT>

n=—oo

= Z / pr(t—o)pr(t+tg—0o—n/Q) and

. s1nc(Qa) sinc(Qo + n) do (4) Galt, to) = aﬂoilnC(Qt)SlnC(Q(t o))
: ) — .
Galt,t0) 2 D" sm(t)sm(t +1o) e N T T
meTee Proof: SinceQr < 1, sinc(£2t) has a much wider enve-
_ Z / ot — OVpo(t+ 1o+ 0+ 1/9) lope than doeg- (t). Thus, we have
: smc(Qa) sinc(Qo + n) do ) Giltsto) = Z / pr(t = o)pr(t +1g — 0 —n/Q)
Gt 1) A Z Lo ()25 (£ -+ )2 smc(ch) sinc(Qo + n) do
m=—oo = sinc(Qt) sinc(Q(t + o)) Z / p-(t — o)
=Q (- At — e
n;w / / / pr(t = o1)pr(t = o2) pr(t+to—o—n/Q)do
- pr(t+to—03)p- (t+to—0o1 +09—03—1/Q) = ap7sinc(Q) sinc(Q(t + to))
- sinc(Qo1 ) sine(Qo2) sine(Qos) ) i R (t_o _ i) ®)
-sinc(Q(o1 — 09 + 03) + n)doy dog dos ~ (6) o PAr o
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Similarly, we get Lemma 2:
"o > to mn
5(t, 1) Z / L(t—0)pr(t +to + 0 +n/Q) Q[w Gi(t, to)dt = o7 Y Rune(n)-R, (;—m)-
: smc(Qa) sinc(Qo + n) do Proof: By substitutings = ¢ — o, we can rewrite (4) as

= qy7sine(Qt) sinc(Q(E + tp))
[e's} f t T l/ +tg—n Q
> p2<2tit0+%>- ) 2 n_zoo/ o o
S sinc(Q(t — v)) sinc(Q(t — v) +n) dv.  (10)

||
Corollary 1: If Qr < 1, the expected intensity pro- ' "uS: We have

file of an encoded waveform can be approximated as QO *° Gt t
E{I;(t)} = (Py/Neg)sinc?(Qt), wherel;(t) = |y:(t)|? and 15t
Neg 2 1/(a2Q7) is the effective number of chips.

Proof: Since Q7 < 1, we haveGy(t, 0) = aor = Z Rsinc(”)/ pr(V)pr (v +to — n/Q) dv
sinc?(Qt) 07 R,(n/Qr) from Lemma 1 Thus, from n=-oo -
Proposition 1 we get _ > to n
N = T Z Rginc(n) - Ry <? — Q_T> .
. n n=-—0oo
E{I;(1)} = PyasQr sinc(Q1) n;m R, (§> . .

Proposition 3: The time-integrated field autocorrelation is
SinceR, (t) is the autocorrelation function of,(¢), its duration given by
is (approximately) twice that gf,,(¢), which yieldsR,(t) = 0 0o
for |t| > 1. Thus, sincelr < 1, R,(n/Q7), n # 0, can be Q/ yi(B)yf (t + to) dt
ignored. Therefore, we gét{I;(t)} = (Py/Neg) sinc?(Q). —oo
[ | P() n

Note that the field autocorrelation shown Rroposition 1 ~ N exp(—jwoto) - _z: Bine(n (? m) '
is not a stationary function of time, and that the peak power A
of the expected intensity of an encoded waveform has dropped Proof: Since the bandwidth inc(Q¢) is confined within
by a factor of Neg, compared to the input ULP peak power(—$2/2, ©2/2), the bandwidth ofsinc(Qt — a)sinc(2¢ — b)

FromCorollary 1, the FWHM duration of the expected intensityis confined within (-2, ), where o and b are arbitrary
of an encoded waveform is now inversely proportionalto constants. Thus, fom 75 0, we have [7_sinc(Qt — a)

while its power spectrum remains the same, since a phase-oilye(%t — b)exp(j2rmQt)dt = 0, “which implies
linear filter was used. Since the duration of an ULPrighe [~ sm(t)si(t + to)dt = 0, unlessm = n. Therefore,
resulting time-bandwidth product of the encoded waveform h&em (7) andLemma 2we have

increased proportional to/(§27), that is, proportional taVes. oo

We conclude that the effective number of chips is analogous té? i (t)y; (t + to) dt
the processing gain in conventional spread spectrum systems, oo
and determines the amount of time spreading. Additionally, the = Py0? exp(—jwoto) / G (t, to) dt

energy in the encoded pulse is equal to the energy in the input J—o0
pulse, as can be shown by integrating the intensities of the input Py n
and the encoded ULP overe (—oo, o). ~ N exp(—jwoto) Z Riinc(n <? - §> :
As a last step, we analyze the intensity autocorrelation of an e
encoded waveform as follows: u
Proposition 2: If Q7 < 1, the intensity autocorrelation is  Note that, fromProposition 3 we also have
given by oo
Q/ E{y:(t) -yl (t+1to)} dt
E{L(O)I(t +to)} = PZQ? (Gy(t, 0)G(t + to, 0) —oo -
FG(t, o) + GA(t, o) — 2Gs(t, o)) - _y {Q / Ui (D)t + o) dt}
Proof: See Appendix A. [ | o0 .
From Propositions land 2, we can see that the field and - Q./—oo BBy (t + fo)

intensity autocorrelations are not stationary functions of time.

Physical measurements of the autocorrelations perform time inLemma 3: If Q7 < 1, we have: 12 [* G3(t, to) dt =
tegration by the slow electronics that detect the optical signals 72 Ryinc2 (o) fo_foo p((to/T) - (n/QT)) 2) Q7.
By performing time integration on the nonstationary results 6f3(t, t) dt = O(r%); and 3)Q [ Gs(t, to)dt = O(7*),
Propositions Jand2, we get the time-integrated field and intenwhereO(-) denotes “order of.”

sity autocorrelations as follows: Proof. See Appendix B. [ |
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(a) Field (real part) sample (b) Field (real part) average Field correlation sample Field correlation average
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£ 0 0 Heohmdibb e se 0 0
£
“-0.1 -0.1 -0.5 -0.5
o 0 T 0 10 = 0 10 = 0 10
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Fig. 2. Field and intensity of an encoded ULP. (a) Real part of the fieldﬁ
i

sample). (b) Real part of the field (average). (c) Intensity (a sample). (d) Inten 5@ 3. Field and intensity correlation of an encoded ULP. (a) Real part of

(average). the field correlation (a sample). (b) Real part of the field correlation (average).
(c) Intensity correlation (a sample). (d) Intensity correlation (average).

Proposition 4: If 7 <« 1, the time-integrated intensity au-. . . . .
tocorrelation is approximated as in the parenthesis of the right-hand side of (13), where the in-

tensity profile of the input ULP reappears. This follows from

> AT the fact that the intensity samples separatethare correlated
@ [m EALL(E + o)} dt whent is within the vicinity (roughly+7) of integer multiples
P2 o0 to n of 1/€2, in which the periodicity comes from the spectral chip
= ER Rne2 (o) {1 + Z R’ (— - Q—) } . (11) bandwidth. Note that the time-averaged field and intensity auto-
eff - T T . X
n=-—0o correlations of the encoded waveforms yield measurements of
Proof: SinceQr < 1, from Lemma 1we have the input ULP autocorrelation functiaR,,(¢/7), which is con-
oo sidered a difficult task.
Q/ G1(t, 0)G1(t + tg, 0) dt Computer simulations were performed to corroborate the
—oo findings of the statistical properties. We used a Gaussian pulse
) o oo n 7 oo ., shape given by, (t) = exp(—(2In2)t?). The simulation
=T Z R, (m) / sinc”(2t) parameters were conducted forra= 100 fs pulse and a
n=-00 - spectral chip bandwidth d = 80 GHz. Expectation values
. SinC2(Q(t + 1)) dt were approximated by averaging over 100 trials. Figs. 2 and 3
=~ 0272 Ryne2 (o). (12) summarize the computer simulation results, which match quite
B well to Proposition 1 Corollary 1, andPropositions 3and 4.
Thus, fromProposition 2andLemma 3we have Using the simulation parameters, = +/7/41n2 and the
i effective number of spectral chipsi&.g = 117.4.
Q / E{Li(t)I;(t + to)} dt
e lll. SYSTEM MODEL
= i R 2(Qf )
TONZ e 0 The transmitter and receiver scheme for the hybrid

in Fig. 4. An ULP from a laser source is shifted into one of
T Q7 the M possible signal locations with separatidg, according
P2 oo to n to the data symbol with symbol periad,, and is CDMA
= N_QRsiHCQ(QtO) I+ Z R’ <— - —> (13) encoded with its unique spectral filter. A decoding filter at
of < T Qr . !
n=—o0 the receiver despreads the encoded signal back to a ULP,
m and the pulse position is detected through a photo detector
The interpretation oProposition 4is as follows: for most of array at the output of the time—space processor, which linearly
the time, the time-averaged intensity autocorrelation has a fuonverts the finite-length (determined by the time window of
tional form of the autocorrelation functioR;, .2 (o), which the time—space processor) interval of the incoming temporal
is symmetric abouty, = 0 with a peak autocorrelation valuesignal, at the instant determined by a reference pulse, into the
of Ryne2(0) = [0, sinc*(t) dt = 2/3, decreases monotoni-corresponding spatial image. More detailed discussion on the
cally to zero, and its duration is approximatéljf2; however, time—space processor will be given in Part Il. Finally, decision
it is doubled periodically at, = »/ due to the second term circuitry selects the symbol with the largest intensity, and then

n=—oo

=l " O(Tg) 0(74) PPM/ULP-CDMA system considered in this paper are shown
1+ Y R - )+ +
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Data In addition, if¢ is not an integer multiple o% the variances
Symbols of its real and imaginary parts are equal.
&T, I L Proof: See Appendix C. [ |
A v Jj Jiis CDVA By Proposition 5 we can approximate the complex
uLp pf;::ﬁsn Encoding envelope of an interference signal, for a given as a nonsta-
Source Modulator S‘;ﬁf;a' tionary complex Gaussian process with mean zero and equal

time-varying variances of its real and imaginary parts given by
(Py/2Neg) sinc?(Q(t — A;)), whenN.g is sufficiently large.

Now consider the correlation characteristics. Since PPM with
pulse separatioft,s is employed, the time differences between
interference samples of interest ard,s, m = 1, ..., M —

Optical
Star

Data Ref Coupler 1. SinceQdr <« 1, we can setl}, sufficiently greater than
Symbols Pl 7 but sufficiently smaller than /M. Then, R, ((mTps/T) —
T (n/Qr)) =2 0form = 1,..., M — 1 and any integen.
r(T' <l Thus, E{y;(t)y(t + mTys)} = 0 from Proposition 1and
1 proo 1] Time. A A A A CcoMmA Lemma 1 Therefore, the interference samples can be assumed
ng'si'g" ! Detector '{ Space M———— %emt'i“? uncorrelated, which implies mutual independence since they are
ectra .
9 e Array < Processor Fp:ilter Gaussian.
Fig. 4. Transmitter/receiver scheme of the PPM/ULP-CDMA system. IV. PERFORMANCEANALYSIS AND NUMERICAL EVALUATION

In this section, we will analyze the performance of the pro-
the transmitted information is extracted from the detected pulgesed hybrid PPM/ULP-CDMA system. To facilitate the anal-
position. ysis, we will assume that the intensity samples are taken in-

In order to convert a CDMA-decoded ULP to a spatial signatantaneously at the possible pulse positions and the detection
on the detector array, a timing reference is required, as mgmecess is to choose the largest one. Let us define
tioned above. Since femtosecond-scale time synchronization
between transmitter and receiver is difficult, it must be ex-
tracted from the transmitted signals. Sending a CDMA-encoded
reference pulse along with the data is one possible solution. A
second solution is to use previous data as a reference for Wieered = (A1, ..., Ay_1). Then, for fixedt andA, y(¢; A) isa
current pulse position, together with an initial setup perio@éomplex Gaussian random variable with mean zero and the vari-
However, in Part | of this paper, we assume that a perfect tiagces of its real and imaginary parts givendd\¢; X), where
reference at the receiver is available by some means. Practicilt; \) = Z'j]:_f o]?(t; Aj) and
implementations and their effects on the performance of the

. . . P, .

proposed system will be considered in Part I1. o3(t; \j) = sinc?(Q(t — Aj)).

Now, consider the signal at the desired user’s receiver. In ! 2Neft
the following analysis, we will consider only interuser interfert et 7, and 7, be the intensities sampled at the desired signal
ence, as it is the dominant source of degradation except at Igwation (t = 0), and another signal location which 4§
signal-to-noise ratio (SNR). Let; be the time delay of thgth  apart from the desired slift| = 77}, ), respectively. Due to the
interferer, including the effect of the PPM. Then, the receivefimmetry of thesinc?(-) and the probability density function
signal is (pdf) of A, we can assume that> 0 without loss of generallity.

Then, the conditional pdfs df. and i, are [20]

J
A

1

yi(t = As) (15)
1

y(t; A)

.
Il

<

—1
r(t) = ya(t) + ) yi(t = X)) (14)  f.(1,N)

o (i)
22T P\ T2 N
wherey,(t) is the desired user's encoded signal ahis the 202 (rTps; A) 20 (TTPSQ’ )
number of users. Here, we assume thatis uniform over a 0" (1Lps; A) > 0
symbol period, while the time delay of the desired user is set 6(1) 0?(rTps, A) =0
to zero without loss of generality. After passing through the (16)
CDMA decoder, the desired user’s signal despreads into a UlgRq
while the interfering signals remain spread out in time. Since we, LA)
assumed random binary spreading sequences on all users, tﬁé d

statistical properties of a falsely decoded (interference) signal L o <_ (Po + Id)) I, < Pola )

are the same as those of an encoded signal. _ } 20%(0; A) 202(0; A) a2(0; 2)
Proposition 5:As Nt — oo, ei(t) 2 Nogyi(t) o*(0; A) >0

exp(—jwot) converges to a nonstationary complex Gaussian 015 — Po) a2(0; A) =0

process with mean 0 and time-varying variariégsinc?(Qt). a7
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Fig. 5. N-level approximation.

respectively, wheréd(-)

function of the first kind. Let

1,2 2Ncg02(0; A)
Py

and

A 2Nego?(

L A TThe; A)
Py

be the effective number of interferers (i.e., interference variance

202 normalized by the peak variancE; /N.«, of a single in-
terferer) at the desired location and the one separated fy

seconds, respectively. Then the following proposition holds:

Proposition 6: The pairwise probability, conditioned én+
l,,is
Noﬂ
l

1
Pr{ly < I.|la+ 1. =1} = gexp<— ) , [ >0.(18)

Proof: See Appendix D. [ |

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 50, NO. 12, DECEMBER 2002

» Assume thaty,.(A;) = la(X;) + 1.(A;) = 0 unless); €
[T, T + rT,s], whereT 2 1/Q, which is the minimum in-
terval that contains the mainlobes of bt ;) andl,.();) (see
Fig. 5). This approximation helps reduce the region aff in-
terest and will be justified later.

s Letz;,¢g=1,..., 2N, be the interval

(¢ — 1)(2T + rTps)
2N ’

and(; = 2N/(2T" + 1Tps) [ lar(X;) dX;. In other words,
thez” are equal-length intervals that span the region of interest
([=T, T+ rTs]) and¢] = E{la, (X)), € 2} } is the average
value ofly,.(A;) within the intervalzg. Then, we approximate
lar(A;) as¢y if A; € 2z

Then itis seen thit; GN-g+109=1, ..., N,duetothe
symmetry of thesinc?(-) function. TheN- IeveI apprOX|mat|on
described above is a simple one, but may not be an optimal way

q(2T + rTps)

=T
+ 2N

~T+

is the zeroth-order modified Besselt® representy,.(A;) with N values. However, it will be shown

later that it yields a good approximation to the upper bound of
the bit error probability.

The above approximation implies that interferers whose de-
lays are not if—T', T +rT}] can be assumed to have no effect
on the desired user. Let us consider the case where the number of
interferers within the delay interv@-T', T + rT}] is k. Then,
the probability of this event is

k
) (-

)

In this case, each delay of tlkeusers is within one of the’,

g = 1, ..., 2N, equiprobably. Thus, eadh, of the k users
can take one of the valu€g, ..., (i, with equal probability
1/N, while the other7 — 1 — k users do not interfere with the
desired user at all. Lét be the number of mterferers whokg
takes the value of. Then, it is easily seen thEn 1in =k,

2T +7 T
T

2T+1"Tps> Tkt

P
(r T,

7k)

From the conditional pairwise error probability, we get the, | ; ~ S°N | i.¢r, and the probability of this event for a given

unconditional pairwise error probability as kis (k/(iy ~1))(1/N)*. Therefore, we can approximate
Pr{l; < I} = E{Pr{l; < L|la +1,}}. (19) (19)as
To evaluate (19), the pdf df; + [, must be known. Sincé; J—1
and /. are functions of), in principle, it could be obtained Pr{ly < 1.} 2> P(r, k)Ps(r, k) (21)
from the pdf ofA. However, there does not appear to be a way k=1
of obtaining the pdf in closed form. Thus, we will use threg qre
methods to evaluate (19). The first two are numerical evalua-
tions based on approximations of the pdfigf+ [, obtained Ps(r, k) =
by truncating theinc?(-) function in the time-varying variance, k! 1\*
and will be described later; the other is Arlevel approxima- Z il il (N) Py(r, kli1, ..., in) (22)
tion shown in Fig. 5. Note that a two-valued approximation was @ ++in=Fk
successfully used to approximate Gaussian interference witgy
randomly varying variance in [21]. Th¥-level approximation
is obtained by quantizing thénc?(-) function with anN-level 1 N
function, and can be described as follows: Py(r, kli1, ..., in) = ZxP| — off (23)
" Let 3 el
2Nefo (0 Aj ) c=1
la(A;) = P, Note that (21) is a function of. There areM (M — 1) ways of
and choosing the positions of the desired and interfering user from
2Neﬁaf-(erS; Aj) M possible positions. Among them, the number-®f,-apart
l(Aj) = P : signal position pairs i2(M — r). By assuming equiprobable
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Fig. 6. Bit error probabiliies when = 200 fs andNegr = 94. Fig. 8. Bit error probabilities when = 100 fs andr = 200 fs.

1=200fs, Ts=10ns, Q=25GHz

10 la(\;) = sinc?(QA;) andl,.(\;) = sinc®(Q(rT,s — A;)). Then,
M=32 P,(r, k), at a given; and,., is evaluated froniProposition 6
Finally, we evaluate the pairwise bit error probability by aver-
10° g aging each result of 20000 runs obtained from (21). Note that

the truncatedinc?(-) function used in numerical method 1 con-
tains only the mainlobe. The numerical method 2 is identical to
numerical method 1, except that it uses the largest sidelobe as

Bit error probability
o

“N=1
-- N=2 well as the mainlobe. In other words; is generated with a uni-
— m? form distribution ovef—27", 27"+ 1},5] and (20) is modified as
-10 HH =
10 wonex N=5 1 J_1 AT 7\ AT 7 \Tk-1
oo Numerical 1 P(r,k) = - + 7 ps 1— +rdps )
: === Numerical 2 ’ k Ts T,
10 ‘ , -- OOK (N=3) _
0 200 400 6 800 The performance of the ULP-CDMA system using OOK [4],

00
Aggregate Throughput (Gbit/s) with the samél,, 7, and(?, is also plotted for comparison. We
slightly modify the bit error probability given in [4], by taking
the sinc-square form of the time-varying variance of the encoded
Flse, which was simplified to a rectangular one in [4], into
ccount.

Fig. 7. Bit error probabilities when = 200 fs andN.¢; = 188.

information symbols, we get the union bound on the symb§
error probability as

From the numerical results, we see that the results of method
M—1 . .
2(M —r) 1 are quite close to those of method 2. Thus, it appears to be
P < Z M Pr{la <I.}. (24) justified to ignore the sidelobes of thiac?(-) functions in the
r=1

) analysis. It is observed that the results from fkidevel ap-
Let b(r) be the average number of bit errors per the numbgfoyimation match those obtained from the numerical methods
of bits in a symbol, caused by falsely detecting a symbol thé&ite well for the two cases. Indeedf, > 3 is shown to be

is r'Ts-apart from the desired symbol. Then, we get the uniafjfficient to get a good approximation for the two cases. From

bound on the bit error probability as the results, it is clearly seen that the aggregate throughput of
M-1 2M —r) the PPM/ULP-CDMA system is much higher than that of the
p<y ——p M) Prila < I} (25) ULP-CDMA system with OOK, and that the performance of

r=1 the proposed system gets better as the effective number of chips,

Note thatb(r) depends on the mapping rule of binary digitsV.s, increases. It is also seen that the bandwidth efficiency of

into PPM symbols. In the following numerical evaluations, Grathe proposed system gets bettenidsncreases.

encoding is assumed. In Fig. 8, the union bound for the bit error probabilities of
In Figs. 6 and 7, the union bound on the bit error probabilthe proposed hybrid PPM/ULP-CDMA system are shown for

ties of the proposed hybrid PPM/ULP-CDMA system are showid = 100 GHz (I' = 10 pS,Neg = 94), 2 = 50 GHz (I" = 20

for N = 1, ..., 5whenp,(t) = exp(—(2In2)t?), 7 = 200 ps, Neg = 188), andQ = 20 GHz (T = 50 ps, Nog = 470),

fs, Tps = 400 fs, M = 32, andQ = 50 GHz (I' = 20 ps, whenp,(t) = exp(—(2In2)t?), 7 = 100 fs, Tps = 200 fs,

Neg = 94) andQ = 25 GHz (' = 40 ps, Neg = 188). M = 32, respectively. TheV-level approximation withV = 3

The results from numerical method 1 are also based on (2i5)used for the evaluation. The results shown in Figs. 6 and 7,

For a givenk, however, instead of using (22), we generate with M = 32, are replotted for comparison. We can see that we

with a uniform distribution ove{—T', T + r1,] and evaluate improve the performance of the proposed system by reducing
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the ULP durationr while the spectral chip bandwidth remains Limiting Performance
constant (therefore, the effective number of chips increases). 2500 ! T
This is due to the enlarged bandwidth by reducing the ULP dura- -

coo0o0 Preq=10_6

=10~9
tion. It is also seen that we can improve the performance of the 22000} Preq=10
proposed system by reducingwhile the effective number of £ —— =100fs
chips remains constant (therefore, the spectral chip bandwidth 3 "o 2001
increases). This is also primarily due to the enlarged bandwidth. '§>1500' '
It indicates that, for a fixed effective number of chips (in,is g
a constant), smaller (and largei) yields better performance '; 1000}
because the duration of an interfering signal is reduced, but yet s
has the same peak power reduction. g 500L—
Now, consider the effect when we increase the number of 2 Lo e
spectral chips with a fixed bandwidth. A& ¢ increases, the du- i
rationT" of an encoded pulse increases, while the power of each 02 , 6 8 10
interferer decreases. Thus, the number of effective interferers Bit per Symbol (log,M)

(those that put significant energy in the time window mainlobe

of the desired user), also increases. Then, the interference Egrp. Limiting aggregate throughphiti,, for P.eq = 10~° and10~° when

be approximated as a stationary complex Gaussian process Wit 100 fs andr = 200 fs.

variance(Py/Neg )((J — 1)/QTs) = (az(J — 1)Pot/Ts), in

part by invoking the central limit theorem. In this case, the SNRPM/ULP-CDMA systems used PPM pulse separations compa-

per symbol isy, = Ts/aa7(J — 1) ~ logy, M/asTk, Where rable to a CDMA encoded signal duration. Thus, the bandwidth

& = Jlog, M/T; is the aggregate throughput. Since the pdfficiency of the proposed system could be much higher than

of the actual interference has a more impulsive nature (i.e.tHdse of the conventional PPM/ULP-CDMA systems.

heavier tail) than the Gaussian process, the performance obthe statistical properties of a CDMA-encoded ULP, pre-

tained by the above approximation provides the limiting achieyiously done for a simple rectangular pulse assumption in

able one (also plotted in Fig. 8) for the proposed system. Thyg}, were investigated based on a general ULP model. The

the limiting performance is given by the following propositionpseudonoise characteristics of an encoded ULP was again
Proposition 7: Let P, be the required bit error probability. confirmed with the general ULP model. A set of computer

Then, the limiting aggregate throughput and the bandwidth e&mulations was performed to corroborate the derived statistical

ficiency are given by properties in the case of an encoded Gaussian-shaped ULP. It
N logy M was shown that, with the general ULP model, the peak power

Flim = 2057 (In M — In(4Preq)) of an encoded ULP was reduced not by the number of chips as
and in [4], but by the effective number of chips that was determined
N logy, M by the ULP duration, the ULP pulse shape, and the spectral
Prim = 20, B(In M — 11(4Poeq)) chip bandwidth. It was also shown that the encoded ULP could

be well approximated to a nonstationary complex Gaussian

respectively. L : .
Proof: Since the union bound for the bit error probaprocess with time-varying variance. hybrid

. . .~ Through the analysis of the proposed
bility of M-ary orthogonal modulation/noncoherent receptiog L
. o . . . PPM/ULP-CDMA he N-level
in an additive white Gaussian noise (AWGN) channel i JULP-C system, _the evel approximation

Method was used to evaluate the union bound on the bit error
(M/4)e= (/20 = (M/4)e(og M/20275) [20], we have "

robability of the proposed system. It was shown that the
Klim =2 10gy M/aaTYreq, Whereyeq = 2(In M — In(4Preq))- P 1y brop Y W W

Th 2 s straightf d si the FWH -level approximation withV > 3 could provide results close
€ remaining part IS straightiorward, since the o those obtained from numerical methods. For comparison, the
bandwidth ofP(w) = P,(Tw) is B/7.

B 9 B B performance of the proposed hybrid PPM/ULP-CDMA system

fs F;)r: de;amplegloggté) r;sz)l(g(a(mn Z)tl)zlg/[_rg/s?’ing [3_ 100 was plotted against that of the ULP-CDMA system using

; req = Flim = L. lim =~ OOQK. From our results, it was shown that we can improve the
0.335 bps/Hz. WhenP,.q = 107?, kiim and Bim are reduced u ufts, 1t W W W 'mprov

. . erformance of the ULP-CDMA system substantially by
to 1 Th/s and 0.233 bps/Hz, respectively. In Fig. 9, the mak- . : : .
imum achievable throughpuky,... is plotted as a function of mploying PPM. It was also shown that increasing the effective

: . ; .number of chips, the possible signal positions in PPM, or the
M, showing that we can improve the performance by increasifg 1 idth could provide better performance
M. ’ :

In order to investigate the performance limit of the proposed
hybrid PPM/ULP-CDMA system, the case of a very large
number of effective chips and a very large number of users was

In this paper, a hybrid PPM/ULP-CDMA system was proeonsidered. In this case, the interference was approximated
posed to efficiently exploit the large bandwidth of the opticas a stationary complex Gaussian random process, and the
fiber channels. The proposed hybrid PPM/ULP-CDMA systelimiting aggregate throughput and the bandwidth efficiency
employed the PPM with very short pulse separation by virtue were derived as functions of the number of possible signal
the time—space processing technique in [16], while conventionmlsitions M in PPM and the required bit error probability.

V. CONCLUDING REMARK
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The limiting achievable aggregate throughput was up to 12 SinceQ2r < 1, we have

Tb/s and 1 Tb/s withr = 100 fs ULP andM = 32 PPM at ~ 2 2. 9 . 9

Preq = 107% and 10, respectively. In addition, it can beGZ(t’ to) = a7 sine”(Qt) sinc (Q(zj to))
further improved by increasing the number of possible signal ) Z P (215 +to n ﬁ)
positionsM in PPM, theoretically up to the ratio of the symbol 2 T Qr
period to the ULP duration.

n=—oo

from Lemma 1 Thus, we have

APPENDIX A 0 /oo G2(t, to)dt
PROOF OFPROPOSITIONZ -0 '
The intensity autocorrelation is given by ~ o272 Z / sinc?(Qt) - sinc®(Q(t + to))p
E{L(O)L(t + to)} = %tts  m
%> (g
k

2 ZQ e 9 Ot
ZZ_E{a(z)a()a() (z)} ~ a272' Z <sin02 <%+%> sinc? <%_g>>

sk(t)s] (t)sm(t + to)sy (t + to). _/OO p2< > dt = O(r%) (28)
(26) J—oo
where the last equality follows by approximatipg(t/7) with

The expectation of the product of the four code elements |§T§( ), so that

nonzero for the following cases: a) whén= | = m = n, / t g 1 /oo /oo /oo (o)
thenE{ak} = 1;b)ywhenk =1 # m = n, thenE{a a} = . pif ) dt= e pr(01)p-(02

E{al}FE{a%} = 1;c)whenk = m # | = n, then pT (t — 01)p-(t — 02) doy do dt
E{ala?} = FE{d}} E{a%} =1 d) whenk = n # | = m,

then E{aia?} = F{al} E{a?} = 1. In case a), we have = ot / / pr(01)pr(02)

Yo lse(®)[se(t + to)|> = Gslt, to). The double sum- )

mation term in cases a) and b) can be combined to yield -R,,<Ul_ >d01 doy = Mar (29)
Sk > sk (O sm (t+t0)]? = Gi(t, 0)G1(t +to, 0), where T @2

the double summation is separable. Similarly, cases a) and3gwve gele Gs(t, to) dt = Q2 ajr* sinc?(Qt) sinc? (Q(t+
are combinedtoyield’, >, sk (t)sk(t+10) s7(t)s7 (t+10) =  t4)) = O(r?) by approximating., (t) with a; 76(¢) in (6).
|G2(t, to)|?. Finally, cases a) and d) are combined to yield

Sk 2 sk(B)si(t + to) si(W)si(t + to) = [GI(t, o). In APPENDIX C

addition, G4 (¢, to) and Ga(t, to) are real as shown in (4) PROOE OFPROPOSITIONS

and (5). Therefore, we hav&{l;(t)I;(t + to)} = PZQ? Let us defi

(Ga(t, 0)G4(t +to, 0) + G2(t, to) + G3(t, to)— 2Gs(t, to)). etus define

Oy =2 [ o)
APPENDIX B hy! (t) aﬂ/ pr(t — o) sinc(Qo) cos(2rmo) do

PROOF OFLEMMA 3 and -
. . (i)  poo
1) SinceQ2r < 1, from Lemma 1we have q,(;’)(t) _ al/ pr(t — o) sine(Qo) sin(2rmQo) do.
Q2T J_oo

2
Gi(t, to) Then, we have

2
~ 2 20 2 : i ) )
= a7 sine?(Qt)sine’ (t+to) <Z By (T )) ) =\ xS (W0 + a0
n=—oo eff — o

=~ o27%sine? (Qt)sine? (Ut + to)) Z R2<__i> From now on, we omit the superscripi for con-
ne—oo T Qr venience. First, consider the real part,,(t). Let
(27) N = cN be an integer, where is a positive con-
stant. Define f,(t) 2 Y%, homnin(t). Then, f. (1),
where the last approximation follows from the finite durationof, — _ 1,...,N are zero mean mutually independent
R,(-). Thus, we have random variables WltiEn:_NJrl fult) = 3 ho(t). Let
oo us define
2
@[ ot () 2E(£2(0)

> 0272 Ry (Qo) Z R2<?—§T>. :E{

n=—oo

1

>

00 Ma=—00

P2m, N4 (£)h2m, N4 () }
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= Z V2mN+n (t)

and
L X
By(t= Y i)
n=—N+1
where
v2mN+n(t)
1 (oo}
= _ - — 1 Q
<a27 /_oop (t — o) sinc(Qo)
2
-cos(2m(2mN + n)Qo) do)

= ﬁ /Z /Z pr(t — o1)p-(t — 02) sinc(Qoy)
- sinc(Qo2)(cos(2m(2mN + n)Q(o1 + 02))
+ cos(2m(2mN + n)Q (o1 — 02))) doy dos. (30)

By using the identity

(oo}

Z cos(2m(2mN + n)Qo)

m=—0oo
oo

= cos(2mnlo) Z cos(4dmrmN Qo)

m=—0o0o

1 - k
= 3NG cos(2mnfdo) Z 0 <0 + m)

k=—o0

we get

by (t 40@07 Z / / pr(t = o1)p-(t — 02)
: smc(Q:fl) sinc(Qos)

: (cos(27rnﬂ(01 — 09))6 (01 — o9+
+ cos(2mnf(o1 + 02))

k
. 5(0’1—{—0’2—{— 2NQ>)d01d02

1 = mnk °
" dager k:E—:oo €0 <T> ,/_oo
: < -(t—o)pr <t o— %) sinc(Qo)

-inﬂ+i+(t o\pr bttt
ST T oy )T TTIONG

-sinc(§do) sinc <Qa + %)) do. (31)

e

Note that

N ')
mnk

k'=—o00
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whered (-) is the Kronecker delta function. Thus, Asg —
oo, We have

lim
Nefr— 00 Neff

k'
= N (t—o)pr|t—0 — =
eflfliloo 20[27‘ ,/OO k’—z (p ( 7 Q)

=—00

By (t)

-sinc(Qo) sine(Qo + k') + p,(t — o)

/
Dy (t +o+ %) sinc(Qo) sinc(Qo + k’)) do

:%sincz(ﬂt (1—1—])2 Z bk <t—k—>> (32)

k'=—oc0

where the last equality follows from the fact that as
Neff — 00,

1 k'
a—ﬂpf(t —0)pr (t —— 5) — §(t — 0)dx (k)
and

1 K
—p(t—0)psr (t +o+ —) — p2(0)6(t — o)
Q2T Q

kJ
(1= 35

justified as follows. First, ad/.¢ — oo, p-(t — o) gets concen-
trated atz = ¢, which implies that

1 (t ) ; K
T Dr 0)Pr g 0

converges to a delta function whéh= 0, and vanishes other-
wise. Since

oo 1 k/
2 _ _ g — —
/_OO pi(o)do = asr, s pr(t —0o)ps (t o Q)

converges td(o — )6k (k). Similarly, when

1 K
E =-20t, —op.(t— St —
; aZTp( a)p <+0+Q>

gets also concentratedat= ¢, and vanishes otherwise. Since

/w pe(0)ps(=0) dor = s pa(0),

1 . . K
Oz_ng‘r( —0)pr ( +o+ 5)
converges t@(0)6(t — 0)di (t — (K'/29)).
Now, define

cht) 2 {(fh())}
Z Z Z Z E {hom, n4n(t)

mi=—00 M2=—00 M3=—00 M4=—00

- h2m2 N+n (t)tha N—I—n( )h2m4N+n(t)}

andCh (t) 2 Efj_fNH ch(t). As in Appendix A, only the
mip = Mo andmg = My, O m; = mg3 andm2 = My, Or
m1 = my andms = ms terms are nonzero. Since the three
cases yield the same result, we have

Z Z h%mlN—i—n (t)h§m2N+n (t)

mi]=—00 My =—00

oo
2

—2 ) Mgl <3 (VA1) (39)

m=—00
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By squaring (31), we have a double integral and a double sugets concentrated at = ¢ only when(k,/2N) + k' = 0 and
mation, in which there are four terms. The first teffh, may vanishes otherwise. i # 0, k; = —2Nk’ makes the first half,
be expressed as pr(t—o1)pr (t—o1— (k1 /2NQ)), vanish. In addition, we have

0 0 e} e} o k (6] k
1 B B 1 . 2R1
Ni=sss Y. / / pr(t=01)pr(t—02) /_Oo pr(t = o)pr <t o E 2NQ> do = arrhy < 2 ) '
32ctasT . oo oo
°1

=—o00 kg=—00 "
Ky ko \ . Thus, it converges t&2 (azk1 /2¢)6(t — 1) 6(t — 02)0x ()
Pr <t 1= —2NQ>pT (t —o2— —2NQ>51HC(901) asN.g — oo. Then, by substituting the delta function, we have

. ki) . . ko N
- sinc <Q¢71 + ﬁ>smc(§202) sinc <Qog + W) th o Z T
eff 00 e
7rn(k1—|—k2) Wn(kl—]i}g) n=—N+1
- | COS T +cos T dO']_ dO'Q. 1 ) & 5 0121451 kl
(34 = g sine () ) ;oo R, < e > sinc <Qt + ﬁ)
By taking the summation on the first cosine term ower= . <Sinc <Qt — %) + sinc <Qt + %))
—N + 1to N and dividing it by N.g, we get 2 2
1 > ask
; < = sinc®(Qt RrR2 (=22 37
1 ﬁ: cos 7m(k1 + k‘g) — 8c sme ( )k ;oo p ( 2c <0 ( )
Neg N . ]
n=—N+1 where the last inequality follows from the fact that, from the

definition of p,,(¢), there exists a positive functiaf(t) that is
monotonically decreasing with respect|tband is integrable,
such thatR?(ask:/2¢) < ((a2ky/2c). Similarly, we can see
Similarly, the second cosine term yields the same result exc8pat, asN.g — oo, the summation of the other remaining terms
that the argument of the delta functiorkis— ko + 2k’ N. Then, in the square of (31) over = —N + 1 to N, divided by Ny,

=2c »  Ox(ki+ko+2k'N). (35)

k'=—o00

we have is finite by taking similar steps as in (34)—(37). Thus, we get
- - e Hmpy oo (1/Negt)Conet < 00. SinceBy(t) = 0 implies
T — 1 ST / / that >°°°____h,,(t) is identically zero, we can assume that
16cadr? by o b o0 S =00 By (t) > 0 without loss of generality. Also, from (31), we have
. [T(t—al)pT(t—Jg)pT <t—0'1— il ) bh(t)< 1 i /OO
2N WS g 2
. _ ki +2K'N _;oo " 1
b 72 ZNQ '<pu<__0->‘ pu<__0-_ai>‘
i T T 2c
- sinc(Qoq ) sinc <Qal + ﬁ) sinc(Qo) ' " ook
e G e (G52 ) o
) k1 +2E'N T T 2c
-sinc| Qoo+ ———+— | +p-(t—01)p,(t—02) _ _ - _ _
2N Since|p..(o)| is bounded by a positive function that is mono-

ot o k1 PR ki 4 2k'N tonically decreasing and integrable, we have
br L7 ona )P 2T 9N

> t ook
k z f2b
- sinc(Qoy) sine <Q(71 + ﬁ)sinc(ﬂag) kz Du <T ot 20 )‘ < o0
/
. sinc (ng - M)] doy do. (36) Which impliesb”(¢) < co. Thus, we get”(t) < oo. Finally,
2N we have
Now, consider the function lim Cenes — lm
Negg—00 BSNOff Negg—00

1 k1
Cagry? Pt (t o 2NQ> () (st o) 0 (38)
koK ' >
'pr(t_UQ)pT <t_02:|: (2]\;Q+5>> (ﬁB(’»Neff)

As N.g — oo, similar to what was discussed earlier, the secotffich shows that, a&Veq — oo, Refe;(t)} converges to a
half of the function, namely Gaussian process with mean zero and variance

po(t — o2)pr (t_o2i( k1 +%>) %sian(Qt) (1 +p2(0) i 55 (t— %))

2NQ n=-oo
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by the Lyapunov version of the central limit theorem [22]. Simit} C Q;. Note that, for anyg € C(X), we getC(q) = C(X).
larly, Im{e;(¢)} also converges to a Gaussian process with mebat us also define(\) as the cardinality o ().

zero and variance

P .
~— ginc

?() (1 - p2(0)
As the last step, it can be shown that
E {Re{e;(t)Hm{e;(t + to)}}

S S B {hn(aalt + )}

N,
eff m=—0o0 Nn=—00

PO oo e} e}
= pr(t = 1) (t + to — o
Oé%TzNeff m;m/;oo /;oo T( ) T( )

- sinc(Qoq) sine(Qog) cos(2nrmQoy )

(39)

-sin(2rmQoy) doy doy = 0

where the second equality follows the fact th&ta,,,a,, } = 0,

Sincesinc?(-) is an even functiony(\;) = 1.(rTps — A;),
which impliesly,-(\;) = lg-(rTps — A;). Thus, we geC(X) C
Q. Since itis apparent th&; C (¢, C(a), we haveQ; =
Uqeo, €(a). Note that, for a fixedy € @, there arex(q) — 1
more elements of); that generate the same collecti6tiq).
Thus, by taking one element from each distinct collection, we
can construct a subs@y of Q; satisfying i)quQ; C(q) =Q
andii)C(s)NC(q) = O foranys,q € Q}, s # q.

Let 1; be the measure af;. Then, due to the independent
and identically distributed (i.i.d.) uniform distribution of each
element of\, we can see that the pdf af conditioned om €
Qu, is p; L. Thus, we have

E{LAeQ} =+ / I, dA

AEQ:

i

for m # n, and the last equality follows the fact thatOn the other hand, we have

cos(2mmQoy ) sin(2mmos) is an odd function ofn. Thus,

e;(t) converges to a complex Gaussian process with mean zero

and variancePysinc?(Qt). Finally, whent is not an integer
multiple of 1/(2Q), Y07 6k (t — (n/2Q)) = 0, which

implies that the variances of its real and imaginary parts are

equal, and given byP, /2)sinc?(Qt).
APPENDIX D
PROOF OFPROPOSITIONG
From (16) and (17), we have
02(erS; A)
2(0; X) + 02(rTps; A)
Py
+202(rTye; A)

Pr{l; < I,|]A\} =

(- gy ) @
for o2(0; X) +a%(rTys; A) > 0. Note that the conditional prob-
ability depends on only the variance¥(0; A) anda?(rT,s; A)
for a givenP,. Thus, we can rewrite (40) as

A Ne
PI‘{L[ < Ir|ld> lr} = m exp <_ lq +ffl > ’
ld + lr > 0. (41)

Therefore, we get
Pr{ly < I.Jla+ 1. =1}
= E{PI‘{Id < Ir|ld7 lr}|ld +1. = l}

E{lT|ld+l,,:l} ( Neﬂ‘>
- " U )

where E{l,.|l; + I, = [} [/2 and is shown as follows.
Without loss of generality, we can assume that the delays
uniform over a symbol period centereddl,s/2. Let Q; be
the set ofA = (A1, ..., Ay_1) satisfyingy"' =, lar (X)) = .
Then, for an elemem € Q,, we define a collectio(\) =
{;\: (5\1, ey 5\1_1)|/~\j :/\j orerS—/\j,j: 1,...,J—

[>0

J—-1
1 S Y LGy | an (42
Ml A€Q; XEC(A) j=1
J—1 N
Z er</\j)
dec(r) i=1
J—1 J—1
~ a(A
=3 3 L= % (Lo (A7) + (1 Tps = Aj))
i=1xec(x) j=1
a(X) = a(A)!

where the second equality follows from the fact théd)/2
elements of”(A) take\; while the other())/2 elements take
rTps — Aj, as theirjth element.

From the definition of@Q; and Qj, it is easily seen that
(1/m) fAGQ; a(X) dX = 1. Therefore, we get

E{lla+1, =1} = E{l,]A € Q;}

- L apym=t
2/1,1 AGQ; 2
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