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Abstract—n Part | of this two-part paper, we proposed and Frqm
investigated a hybrid pulse position modulation/ultrashort light Optical [ Erbium CDMA
pulse code-division multiple-access (PPM/ULP-CDMA) system Fiber | Doped L Decoding
for ultrafast optical communication networks. In the proposed Fiber Spectral
scheme, the large bandwidth of an ULP is efficiently utilized by Amplifier Filter Detector
virtue of the very high time resolution of a time—space processor. ! /ir/:ay
In this paper, more detailed analysis and discussion on the receiver Time-Space - IE: Decision
scheme using the time—space processor is presented; nonideal Processor | I {| Logic
performance of the time—space processor, including the reference I L
pulse realization problem, as well as amplifier and detector noise,
are taken into account. Discussions on physically achievable Reference
ranges of the system parameters that determine the performance Pulse

of the proposed PPM/ULP-CDMA system are also made based
upon current, state of the art technology. As remedies to overcome Fig. 1. Receiver scheme of the hybrid PPM/ULP-CDMA system.
the physical limitations on the system parameters, two modified
modulation/demodulation schemes are proposed and investigated o
to enhance the performance of the hybrid PPM/ULP-CDMA light pulse (ULP) efficiently. In order to successfully detect
system. the ultrafast signal, we proposed a time—space processor with
Index Terms—Optical code-division multiple access (CDMA), & photodete_ctor array as a receiver scheme. The performance
pulse position modulation (PPM), time—space processor, ultra- Of the hybrid PPM/ULP-CDMA system was analyzed by
short light pulse (ULP). assuming the time—space processor was ideal and the interuser
interference was the dominant source of performance degrada-
tion, as usually assumed in optical CDMA systems. However, to
_ _ _ ~perform a solid investigation on the hybrid PPM/ULP-CDMA
N [1], we proposed and investigated a hybrid pulse positigfystem, effects such as the nonideal amplitude characteristic of
I modulation/ultrashort light pulse code-division multhe time—space processor, methods for obtaining the reference
tiple-access (PPM/ULP-CDMA) system to provide ultrafagiulse for synchronization, amplifier and detector noise, and the
communication in multiple-access optical networks. In thgonideal characteristics of fiber transmission, including disper-
proposed hybrid PPM/ULP-CDMA system, a pulse positiosion and nonlinear distortion, should be taken into account.
modulation (PPM) format with very short pulse separation |n this paper, we study such nonideal effects on the
was used to utilize the given large bandwidth of an ultrashqsérformance of the hybrid PPM/ULP-CDMA system. In
Sections II-1V, the receiver of the proposed PPM/ULP-CDMA
m usin ime— r r, shown in Fig. 1, is dis-
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Referance specified ass(t) = v/ Pop-(t — (X — X.)Tps) + v Pov(t) and
Tref(t) = v/ Presp-(t), respectively, wherep,(t) = p,(t/7)

I

et X is an arbitrary baseband ULP shape with duratignand
‘Ilmiiii"- where the properties of,(t) were defined in [1],P, and
‘|||||”| P, are the peak powers of the received and reference

ULP’s, respectivelyp(t) is the baseband equivalent CDMA
despreading filter output due to the interuser interference,
normalized by /Py, T,s is the separation between the
adjacent PPM symbolsX represents the data symbol of
the desired user, andl. = (M —1)/2 represents time shift
Fig. 2. Schematic of the time-space processor. to adjust the center position of the PPM symbols. The two
waveforms are incident on the diffraction gratings at the

conversion efficiency was also formulated and, with reasonaiPut plane of the SPD, giving rise to the input fields [3]
parameters, was typically low (0.1%-1%)To compensate

for the low energy conversion efficiency of the time—space Ui(z;t) =w (E) s <t - C_a:) exp(jwot) 1)
processor, an optical amplifier is implemented. In Section lll, L ¢

amplifier and detector noise, as well as some nonideal effe

of the time—space processor on the performance of the pro- Us(z;t) =w (E) Trof <t + C_"”) exp(jwot). 2)
posed system, are investigated in terms of input and output L ¢

signal-to-noise ratios (SNR) of a photodetector. In Section IX’Ithough the input fields are actually two-dimensional (2-D)

some design issues on the hybrid PPM/ULP-CDMA system : S : o .
. .. o we consider only the direction, since the detection information

are considered. In addition, realization of a reference pulse; . . N . . )
e ) ! . résides in only the direction. The pupil functiony(-), defines
which is required for the time-to-space conversion process . . . .
e spatial mode of the beam on the diffraction grating, where

n th.e. time—space processor, is discussed. In Section V, t\ﬂoi its width, ¢ is a constant that depends on the grating
modified schemes to enhance the performance of the propose

i . : spatial frequencyge is the speed of light, andy = 2 fy,
PPM/ULP-CDMA system are investigated. where f, is the optical carrier frequency. Equations (1) and

(2) describe a temporal signal propagating across the pupil at
velocity ¢/¢ and —c/(, respectively, due to the illumination
Detecting the information-carrying ULPs of theof the input optical signals at opposite angles on the grating.
PPM/ULP-CDMA format requires all-optical processingThe finite span of the temporal signal due to the spatial mode
as the processing is occurring at a rate that exceeds e serves as the time window of the device. The input fields
capabilities of electronics. Since the detection is requir@de spatially Fourier transformed by a lens, and generate a
to operate in real time and over a large time window, weew optical wave by the nonlinear mixing process that is
utilize a new ultrafast waveform imaging technique thgiroportional to the product of the two input waves in the
efficiently converts the temporal information to a spatigpatial frequency domain [4]. The resultant signal is spatially
distribution [2]. The spatial information can be detecteBfourier transformed to the output plane of the processor, giving
by an array of slower detectors. The ultrafast wavefornise to the output field
imaging technique is based on a nonlinear three-wave mixing . B
process in a spectral processing device (SPD) (_see Fl_g. @lzht(:v”;t) ~ (s <2Ca: > & et <_ 2(x )) w (_c_t)
The two input waves are derived from the received signa c c
of the optical network and from a reference pulse that is ot
either locally generated or provided by the network. The W <C_L I
wave-mixing process produces a guasi-monochromatic output

wave, carrying the information of the signal waveform. Th@here @ denotes the convolution operation. Note that the
optical signal at the output plane of the SPD is proportionghyrier frequency is doubled. Since 1550 nm-wavelength light
to the complex amplitude of the ultrafast waveform. Thgy commonly used in fiber-optic communications, the resultant
detection process occurs after the CDMA despreading filtghyrier wavelength is near 800 nm, which fortunately coincides
has recompressed the desired user's pulse back to an Ulfth the peak absorption of silicon. Thus, cheap and well-
while the other users’ signals remain spread. At this poijeveloped silicon photodetectors can easily be used in the
we assume that the f|b_er transmlssmn does not introduce Hposed scheme. In developing (3), we used the approximation
distortion to the transmitted signals. L&t) andr..;(t) be the hat the instantaneous width of the reference pulse in (2) is
baseband equivalent waveforms at the output of the CDMf\ych smaller than the input pupil functions to simplify the
desp_reading filter and the referenc_e pulse used as inpUteEEbression.The temporal informationsgf) andr,.¢(-) appears
the time—space processor, respectively. Then, they may f€5 stationary spatial signal, and its duration is determined

_ o _ by the pupil functionw(-). However, in detecting the signal
1in fact, the time-space processor can be optimized to a particular desirgd h | h . devi . h ical
resolution and time window using a choice of nonlinear wave-mixing crystafes (€ output plane, the sensing device registers the optica

to achieve potentially higher conversion efficiency. intensity and operates at a slow rate. Therefore, the detected

Nonlinear
crystal

Lens 2

II. ULTRAFAST DETECTIONWITH THE TIME—SPACEPROCESSOR

> exp(72wot) (3)
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signal is given by Ideal i (H) | Baseband
— Amplifier Filter
o Gain G '\f/ p.(—n)
Sout (:E”) _ / |Uout (l’”; t)|2 dt n, (1) l
—oo Convgrsion
26" 2" 2 Efficiency
(5o (-22)
! Sample at P (1)
2 22" 2(6\d 4 i (n — X,
. — — . m e 5
[ (- -¢)wrow. @ vomn L en X | [ iy

The convolution integral of the input pupil functions limits therig. 3.  An equivalent receiver scheme.
rangez’ of the output spatial signal. Subsequently, this limits
the observed input temporal signal. Additional insight to the
output detected signal is gained if we introduce a Gaussi
model for the input beam profiles, i.eu(z) = exp(—z?).
Using the Gaussian mode model, the integral in (4) ca
evaluated, and inserting the definitions for the signal a
reference waveforms yields

nCDMA despreading filter, and the time—space processor.
fter passing through the time—space processor, a temporal
ignal, as a function of the time variable,is converted into a
atial signal, as a function of the spatial variablé = ct/2¢.
rf’cﬁen, the spatial signal is integrated and dumped over the
physical size of a photodetectoR, in the spatial domain.

26z 202" On the other hand, temporal variation in the output of the
Sout(7") o ’(pT < S (X — XC)TPS> +v < Cx ))
C

- time—space processor is determined by the pupil functign,
of the grating, and is integrated over the symbol period at a

2
&p. (_ 2C:L-~> exp (_ﬁ ) . (5) Photodetector. During the time—space conversion process, only
¢ L a portion of the signal energy is converted to a spatial signal.
. This effect can be accounted for by considering the energy
Erom ,SS)’ we see that a data pulse IS detected at lo )nversion efficiency, and is dependent of [3]. Thus, we
tion = X — X)T/2(, and is attenuated bycan consider the following equivalent system. By substituting

112 2 — _ _ 2
exp(—4z" /L ,) = exp(—(c(X — Xo)Tps/CL)°) due to " 2¢z" /¢, the time—space processor can be considered as a
the processor’s time window. It is apparent that the detec ﬁjer with impulse responsg, (— 1), followed by a gain factor

signal level from each po_ssible pUIS? position Is difrerer]é'orresponding to the energy conversion efficiehcyhen, the
However, the attenuation is knowa priori and affects the ivalent input and output signal of the filter, (1) and

equ
desired signal and interference in the same manner, and ca% :
: ; T ! Sout (1), respectively, are related b
therefore, be taken into consideration in the decision Iog7f8 i) P 4 Y
(that is, normalizing by the attenuation) if detector noise is )
- ; i 4 o v(u
negligible. More detailed optical analysis of the time—space Tout(11) = Fin(11) ® pr(—p) (6)

processor is available in [3]. T2y

wherev(p) is the energy conversion efficiency, which depends
_ ) ) on reference pulse energy as well as other parameters of the
In Section Il, the time—space processor was con5|deredtme_space processor, = foo p2(t)dt, and~ is a constant.
convert fast temporal signals into spatial images to perforfibte that, 2 in the denominator of (6) is introduced in order
ffe\st signal detection. The energy conversion eff|_C|ency of thg makev (1) be indeed the energy conversion efficiency, which
time—space processor is formulated in [3], and, with reasonan be shown explicitly later. Since the width of the pupil func-
parameters and reference pulse energy, the energy convergign 1, is much wider tharD in cases of interest, we will as-
efficiency is typically low (0.1%—-1%). In addition, transmittedsme from now on that the conversion efficiency is constant
power must be sufficiently small to prevent nonlinear distortioRiihin a photodetector size, thatig) = v, for u € [(m —
durin.g. propagation in. the fiber. Thus, a large-gain Optic%C)Tps—(GT/2)7(m—XC)TpS—(GT/2)],Where€ = (2¢D/cr)
amplifier may be required to compensate for the energy cqgthe normalized (by) photodetector size in thedomain? Fi-

version loss in the time—space processor. On the other hapgly the energy incident to theth photodetector is given by
as will be shown later, a small photodetector size is desirable

I1l. AMPLIFIER AND DETECTORNOISE

to maximize the signal-to-interuser interference ratio, which, (m—X)Tpet 5

in turn, reduces incident average power to a photodetector. In _ 2 7
. . .. . . Em = |rout(,u)| /j' ( )

this case, detector noise may not be negligible. In this section, .

the effect of the amplifier and detector noise on the input and (m—X)Tps—F

output SNR of a photodetector is investigated. 2, has d _ . di aofth 2l coordiratmek
The receiver using the time—space processor and an eqyjy: " “mensionse time and s amapping of the spatial coor ¢

alent receiver are '"l_JStrated in Figs. 1 and 3'_ reSpeCt'Yfaly@‘s is a measure of the detector width when mapped to the time domain and
The output from the fiber passes through an optical amplifiefill be shown in the analysis to be an important parameter.
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The equivalent input signat;,, (1), can be expressed as  is a zero-mean complex Gaussian random process with correla-
tion function

i) = 2 (= (0= XTo) + | 2o+ 1) Ry (i) = B {ro )+ )}

(8) I/mGEO
whereas = [7 pZ(t)dt, Ey = as7P, is the energy of a = alr Ro(po: 12) @ pr(p10) @ pr (o)
received ULPG is the gain of the optical amplifier, andlis v GEol,, 1o
the transmitted symbol. According to [1, Prop. 1 and 5, and = Voo 3 (7) ® pr(—ft0) ® pr(20)
Lemma 1], the interuser interferene§) is a zero-mean com- 27
; . y . vm G Eolym, Ho
plex Gaussian process with correlation function ~ T TRy (—) (13)
OZQ’)/TNeff T
Ry(po; ) =F * L
(103 1) {?EEJM))UJ% * 1o)} whereRz (1) E R,(11) ® R,(1), and the approximation comes
Ry () . o from the assumptiofr < 1. Finally, the amplifier noise com-
% T Qlp— Aj 9 ) '
o g sin® (= A)) @ e
oo VUm
where Ry(to) = (1)/(e2) [2 pu(t)pu(t + to)dt, To,a(1t) = 5a(k) ® pr(—p) (14)
Ner = 1/ayr(Q) represents the effective number of spec- Q29T

tral CDMA chips contained in the pulse bandwidfh,is the s a zero-mean complex Gaussian random process with correla-
chip bandwidth defined in [1]/ is the number of users, andtion function
A; is the time delay of thgth interferer. The approximation

follows from the assumptions thétr < 1 andQ|u| < 1, Ruva(t0) = B {ro,a(1)r3 o1+ o) }
i i i VmN a
which are true for most cases of interest. Here we define _ 0,2 pr(—110) ® pr(to)
J—1 Q2T
A .
Lo 237 sine? (Q((m — X)Tps — Aj)) (10) _ tmlNow . (M_O) , (15)
Jj=1 YT T

as the equivalent number of interferers at thth signal loca-  Let us definer, ., (1) 2 To,i(1) + To,a(p). SINCET, ; (1)
tion, where the term “equivalent number of interferers” comemnd r, ,(¢) are independent,r,,(x) is a zero-mean
from the fact that,,, is the interference power at theth signal complex Gaussian process with correlation function
location normalized by the peak interference power caused By, (puo;m) = Ry i(po;m) + Rua(po). Then, the mean
a single interferer. The amplifier noise can be modeled as whéad variance of the input energy,,, to themth photodetector
Gaussian noise in the range of frequency of interest [5]. Thusge given by (see Appendix A)
n.(u) is modeled as a zero-mean complex white Gaussian ~ )
process with two-sided spectral densify , = n.,h.fo(G — 1) E{em} 2 vmGEopebic(m — d) + er Ry (0;m) (16)
[5], where ng, is the spontaneous emission factor of thand
amplifier (ideally 1) andh is Planck’s constant.

Consider thenth photodetector output. From (6), the signal Var{e,,} =
component,r, (1), the interuser interference component,
70.:(t), and the amplifier noise componeny,, (1), of oyt (1)
are presented below. The signal component is given by

S|
4
n
4

—
—

(2To,s(/1'1)ro,s(u2>Rn(M1 — 123 m)

n
9
n
9

ol
I\'Jl

S (m — d) + R} (11 — poym)) dpadps  (17)

respectively, wherp, = 1/~ ff/jz R2(p)dp.

Tos(1) = 1 [rmGEo (1= (d = Xo)The) ® pr(—pa) _ Addi_tional insight into the sta_tistic of the p_hotodet_ector input
QT T is obtained by using the Gaussian ULP profile, thapigu) =
o GE = (d— X)T exp(—(2In2)p?). Then, we getvy = /(7)/(41n2), R, (1) =
=, = ORP < £ ps) exp(—(In2)p?), Ro(p) = V29 exp(—(In2/2)p?), andy =
7 T V/(m)/(21In2). Thus, we have
mGE, —(m — X.)Ths
~, 2 - R, (" (m - Ty ) Ef{en} =2 A,,A(2102,0,0; )65 (m — d)
€

X 8 (d —m) (11) + €(Byn + Cr) (18)

and
wheredk (-) is the Kronecker delta function and the last approx- 3In2 3In2 )
2T

imation is valid wherf', is sufficiently larger tharr, as shown Var{en} =245, <BmA < ;In2, 5
in [1]. Sinc(S the energy contgoinedo'rp,s(u) is vm G Ep, We get b CnA(2In2,21n2,2102; €)))b 5 (m — d)
vy =1/7 [ Ry(t/T)dt = [°__ RZ(t)dt. The interuser inter- )
ference component + ((BrA(In2,21n2,In2;¢)
3In2 3In2 )

731n2,T,e

Vm, 0
0,1 = L ® pr(— 12
oi(1) QT NT vln) @ pr(=p) (12) + C2A(21n 2,41n2,21n2;6))) (29)
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whereA,, = (vmGEo)/(¥), Bm = (V20mGEolym)/(vNegt), 154
Cn = (ansphf(G - 1))/(7)

€ €
2

2
A
A(cr,c2,c35€) = / exp(—c1p? 4 capiy pio —capud)dpydps
3

€
2

- | / I D
o i -
_Q<\/;€_\/E>} 13.8— S

0 0:5 1 1.5 2

x exp(—cap?)dp (20) e
Qz) = (1)/(\/%) fwoo exp(—t2/2)dt, ¢ > 0, ande, = Fig. 4. Input SNR to theth photodetector.
(4eies — c3)/(4ey). 155
Now, define the input SNR of théth photodetector as
15
SN, , = (Bleah = erRa(0:d)? 1) 145
’ Var{eq}
= 14 )
whereE{eq} — e R, (0; d) is the component of; due to the 5’135
signal. As can be seenin (11), (13), and (15), the input SNR de- z
pends onk, and is almost independent 6f whenG is large. 13y ,  E=10pJ
WhenE is large, the interuser interference dominates the am- 5 5| o
plifier noise. However, the peak power of the transmitted signal ! o o o EG=0.1pJ
should be small enough not to introduce nonlinear distortion in 2 . E=10
the optical fiber. Recently, it was shown in [6] that an ULP with 15 . . °
40 w peak power and 400 fs full-width half-maximum (FWHM) 0 05 1 1.5 2

. . €
duration can be successfully transmitted over a 2.5 km pre-

compensated fiber link. In ULP-CDMA systems, the CDMAFig. 5. Output SNR from théth photodetector.
spreading reduces the peak power of the transmitted signal by
the factor ofN.g, in an average sense. On the other hand, muctor, respectively. Using the input power-generated current re-
tiple users can be concurrent, and thus increase the peak poYa@ibn of an APD [7], the mean and variance ghre as follows:
Finally, the peak power requirement for narrower ULPs is more
restrictive. For a 100 fs ULP, we assume that it is enough to keep E{ia} =Ga (RT7 E{ea} + idar) (22)
the average peak power, averaged over random time delays and
random signature code ensemble, below a tenth of the result i S 24 -1 ;
[6] as a rule of thumb. Then, the maximum allowable value of(}ar{zd} =uGa"® (RT, 7 B{eal + daanc) Be + Ry Be
Ey is about 40 pJ. + GZR*T; *Var{eq} (23)

In Fig. 4, the input SNR is plotted as a function«fwhen
a Gaussian pulse profile is used afglis 1 fJ, 0.1 pJ, and 10 Where & = (qn)/(hfo) is the receiver responsivity, is the
pJ, respectively. Here we set the conversion efficiency and #igctron charge. is the electrical bandwidth (equal #y~'),
amplifier gain to 0.1% and 30 dB, respectively, and the effeén is the Boltzman constarif;. is the receiver temperature, and
tive number of interferers is the average number of interferef8y. is the load resistance. Then, the output SNR fromdiie
(J = D/(T,Q) = (aaNeg(J — 1)7)/(T,), whereJ = 1000, photodetector may be defined as
T = 100 fs, andT; = 10 ns. We see clearly that the input 2 >2—2 L2
SNR decreases asncreases. The maximum input SNR is ob-  SNRgut,q¢ = GulT, (E{ed}__ €7 Rn(0:d))
tained whene — 0 and is given byl0log,,((A3)/((2A4 + Var{ia}
By + Cq)(Ba+ Ca))). In this case, the input energy follows a In Fig. 5, the output SNRs are plotted fé, = 10 pJ, 0.1
noncentral chi-square distribution with two degrees of freedomJ, and 1 fJ, respectively, whéh, = 100, o = 0.35, igark =
The result also shows that the amplifier noise is negligible whéni nA, R; = 100 2, andn = 0.75, which are typically used
FEo > 0.1 pJ, with the given parameters. parameters for Si APD. We can see that wiign> 0.1 pJ and

Now, consider the detector noise. We assume that we usecaix 0.1, the interference noise dominates both the amplifier
avalanche photodetector (APD) array. Let G, 4.k, 7, @nd  noise and detector noise with the given parameters.
o be the photocurrent at theth detector, the APD gain, the From these results, we see that the amplifier and detector
dark current, the APD quantum efficiency, and the excess noisgise can be ignored for reasonable parameters and signal en-

2kpT,

(24)
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ergy. In addition, the desired physical size of the photodeteduration (i.e., in the femtosecond range). We envisage an alter-
tors is typically smaller than the pulse width (thatds< 1). nate possibility, where a reference pulse is transmitted through
Since the bandwidth-time (BT) product of the input enetgy, the optical fiber with delay, relative to the data pulse. At the re-
is small 1), e,, can be modeled as a (noncentral) chi-squaceiver, the incoming signal is divided into two branches having
random variable with two degrees of freedom, which indicatesmequal delays, such that the reference pulse and the data pulse
that the results shown in [1] are still valid over the range a@nter the processor at the same time. Using this scheme, the op-
bit-error probabilities of interest (that is, when the number of intical input channel containing the reference pulse carries also an
terferers is not too small) with reasonable parameters and sigiméérference component. In addition, there is 3 dB signal energy
energy levels. However, in a very low signal energy regime, atoss due to the division of the incoming beam. However, with
plifier and detector noise are not negligible. In addition, the deeasonable signal energy and large number of users, we can as-
tector size should be large enough (thateisy 1) to receive sume that other users’ interference is the main source of perfor-
a large amount of signal energy to combat detector noise.rrance degradation and the interference is also 3 dB attenuated
this case, the input SNR is reduced (as shown in Fig. 4) and thethe division of incoming beam. We analyze the time-to-space
BT product ofe,, becomes comparable to one. When the Bgonverted signal in the presence of interference with the refer-
productis largeg,,, can be modeled as a (noncentral) chi-squaece pulse by ignoring the 3 dB attenuation effect.
random variable witBBT +1 degrees of freedom [8], [9]. How-  As before, the detection process occurs after the CDMA de-
ever, since the BT product is comparable to one, eigenfunctispreading filter has recompressed the desired users’ data and
expansion methods [10], [11] should be adopted to characterizéerence pulses back to an ULP. We assume that the reference
the probability density function (pdf) of,,,. In addition, de- pulse is delayed b¥, relative to the center position of the PPM
tector noise becomes significant. Thus, the results shown in fdfmat, such that at the input to the processor (after path-length
will deviate from actual performance measurements. correction),ret(t) = v Pop-(t) + /Pov(t + to) ands(t) re-
mains unchanged. The ultrafast waveforms are incident on the
diffraction gratings at the input plane of the SPD, generdting
andU,, defined in (1) and (2), respectively. The interaction of

Due to the broadband nature of ULPs, ULP-CDMA systentge waves will have four components: 1) data pulse and refer-
are vulnerable to the dispersion of the optical fiber. Dispe@nce pulse; 2) interference concurrent with data pulse and refer-
sion compensation techniques by matching fibers with opp@ace pulse; 3) interference concurrent with reference pulse and
site dispersion signs can be applied to circumvent group \@ata pulse; and 4) interference concurrent with data pulse and
locity dispersion, the primary contributor to dispersion. Hownterference concurrent with reference pulse. Since we are typ-
ever, for ULPs, the higher order dispersion terms must be iigally operating in the high signal-to-interference ratio regime
cluded. These dispersion orders are harder to compensatddsjow bit-error probability, we can ignore the effect of the mu-
optical fiber combinations and will result in a residual dispetual interaction of interferences, 4). Following the same deriva-
sion term. A recent example of short pulse propagation in diéon for components 1)-3), the output field is given by
persion-managed fiber compensations has demonstrated 400 fs

X . . X . ) 2<$//

pulse propagation over 60 km fiber with the pulse width ing;_ . (2" 1)  exp(j2wot) { ((m ( —(d - Xc)Tps>
creasing to 600 fs [12]. By combining an adaptive spectral filter ¢

IV. DESIGNISSUES FORSYSTEM PARAMETERS

to the dispersion-managed fiber, higher order dispersion terms to (2@3")) @ (_ 2@3”))
can be nearly eliminated, as demonstrated in a 480 fs pulse trans- br
mission over 3 km with pulse broadening of only 10 fs [13], and ot ct 22"
recently a 400 fs transmission over 10 km with 5 fs broadening X w <_C_L> w (C_L L )
[14]. o
In the proposed PPM/ULP-CDMA system, the pulse separa- + (v <t0+ (d—X.)Tps — 2C—L>
tion in the PPM format7y,s, should be set large enough to pre- y ¢
vent a signal component from contributing to the neighboring <2C$ )) <_C_t £
@ pr w +
locations. Thus, a design tradeoff is established in the selection ¢ (L~ (L
of pulse duration; short pulses yield better performance, in prin- % (d = X )T — 2i”> w <C_f
ciple, but they are more susceptible to pulse broadening due to G CL
dispersion, resulting in an increaselgf, which reduces the ac- c
tual performance, since fewer pulse positions are allowed in the _C_L(d - Xv)Tm) } (25)

receiver’'s time window. This tradeoff signifies the importance
of combating dispersion for achieving high throughput. A disFhe stationary output field components carry the time-to-space
persion compensation and receiver synchronization techniqoenverted information. It consists of the signal pulse, the ac-
by transmitting a reference pulse through the system, is illussmpanying interference, and the interference accompanying
trated below. the reference pulse. Note that the latter is reversed in spatial co-
For time-to-space conversion to occur, a properly-timed refrdinate, relative to the other signals. The temporal dynamics
erence pulse must be provided. A local reference pulse soumkthe fields, due to the spatial pupil modes, are irrelevant in the
locked to the transmitter laser, is a possible, yet difficult, solaletection process due to the long integration time of the detec-
tion, since the synchronization has to be better than the putees. Sincev(-) is a Gaussian process atydcan be made suf-
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ficiently large (e.g., several times @f(2) such that there is no signal component energy at the desired and adjacent locations
correlation between the interference components, the sum of tteem (7) and (11). Whena = 1, we see thal},; > 27 assures the
two interference components is Gaussian, and its variance isfitaetional energy spilling to a neighboring detector is less than
sum of that of each interference component, resulting in woréb. Typically,e should be less than one in the moderate-to-high
performance, while eliminating the synchronization problensignal energy regimes, as shown in Section Ill. In this case, the
Roughly speaking, the aggregate throughput is one-fourth fedictional energy is typically reduced further.

that expected by assuming a perfect reference pulse, since bothhe advent of erbium-doped, fiber-based ultrashort pulse
the number of interference pulses and the probability that Esers provide an ideal source for ULP communications, as
interference pulse is concurrent with the desired one are dabe oscillation frequency of these lasers coincides with the
bled. To reduce the performance degradation, we can transd@sired communication band (center wavelength 1550 nm), and
the signal and reference pulses with two orthogonal polarizatitive robust fiber laser can be easily and efficiently connected
states via a polarization preserving fiber. In this case, only tte the optical network. Such lasers, based on additive-pulse
interfering probability is doubled, and the performance degrada&ode locking, operating with = 90 fs, at 40 MHz repetition

tion factor is roughly a factor of two. Considering the intensity7; = 25 ns), 2.25 nJ energy per pulse, and at wavelength
noise, the situation could be worse. The intensity noise is on th850 nm, have been demonstrated in [16]. Lasers with higher
signal pulse as well as on the reference pulse. In addition, ffepetition rates of 10 GHZ7;, = 0.1 ns) have also been
intensity noise on the signal pulse could be correlated or ulemonstrated with excellent jitter characteristics in [17].
correlated to that on the reference pulse, depending on how on&he time window of the receiver is required to span the du-
obtains the reference pulse. Interferers’ pulses also carry inteation of the all possible symbol$/7T;,.. Using the time-to-

sity noise. Although an exact analysis including intensity noisgpace mapping, the duration corresponds to a spatial width of
is very complex and is beyond the scope of this paper, we caW 7},;/2¢. We seek the width of the spatial mode of the beam,
assume that a typical pulse-to-pulse energy variation is abdytto cover this time window. Assuming that the detected values
1%. Thus, although it reduces the actual aggregate throughpain be as low as 10% at the window extremes, relative to those
it would not degrade the performance seriously. at the center of the window, arilf},; = 2, then the relation-

An additional advantage of using a pulse that has travelghip cM /(L = VIn 10 is established. Theoretically, we can
through the optical fiber for the reference pulse is that the pulgereasel, to accommodate any/. However, increasing, de-
carries information about the fiber channel. The dispersion thatases the efficiency of the time—space processor, as well as
will affect the data pulse also affects the reference pulse. Whietroducing a packaging problem as the system size increases.
the time—space processor is used in a communication syst&measonable system may accommodate a time window on the
where both the reference pulse and the signal pulse traversedtuer of 5-50 ps, allowing/ up to the hundreds.
same optical channel, all the odd-order dispersion terms are aurinally, consider the spectral chip bandwidth,The limiting
tomatically cancelled [15]. On the other hand, the even-ordiictor on the possible spectral chip bandwidth that can be em-
terms are doubled in magnitude. Since the second-order dispgoyed is the spectral resolution of the CDMA encoding spectral
sion is the main source of signal distortion in uncompensatéiiter. The spectral resolution can be improved by increasing the
fiber propagation, this could have a detrimental effect. Howevéyeam size. However, a larger beam would require larger gratings
the time—space processor can compensate for second-orderatig-lenses, resulting in a bulky system that is more prone to sta-
persion by displacing the output plane of the processor. Since Hikity problems. A recently demonstrated guided-wave optical
second-order dispersion is quadratic in the temporal frequenmplementation, based on arrayed waveguide grating, achieved
domain, the converted spatial information contains quadratio impressive resolution of 10 GHz in a small, robust package
phase. By free-space propagation, the spatial quadratic phage&$. Thus, time-spread waveforms will emerge with typical du-
compensated, resulting in a signal that is distorted by the fourtitions on the order of 100 ps. This excellent performance is at-
and higher even orders. These orders are very weak and dotriblted to the array of 340 waveguide delay lines.
contribute significantly to the dispersion.

In [1], it was shown that the performance of the proposed
system depends largely on three parameters: the ULP duration V. TwO MODIFIED SCHEMES

7; the chip bandwidtis; and the number of possible signal po- - Aq discussed in [1], we can improve the performance of the

sitions M . In addition, the pulse separatidfi,s, should be se- hybrid PPM/ULP-CDMA system by reducing increasingV/,
lected to ensure signal orthogonality. In the remaining porti%{hd/or increasingV.q. In Section IV, however, it was shown

of this section, practical ranges of the parameters are briefly difia¢ there are some practical limitations on the system parame-
cussed. ters. In this section, two modified schemes are proposed to over-

First, consider the minimum pulse separation tiffig, that .o ne sych difficulties and enhance the performance of the hy-
ensures that the detected waveforms are sufficiently orthogorb':Hd PPM/ULP-CDMA system.

Here, we assume that the fiber dispersion effect is eliminated
by applying a good dispersion compensation technique. Since
some pulse shapes, e.g., Gaussian, are not limited in the time'do
main, we wish to establish the required distance between pulse$he performance of the PPM/ULP-CDMA system depends
such that the received signal in adjacent channels is sufficientlygely onN.g. As mentioned in Section IV, however, it is dif-

small. By using a Gaussian pulse profile, we can calculate tfieult to increaseN.s¢ beyond a certain degree. Thus, only a

Multiple-Bit Transmission Scheme
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Fig. 6. Schematics of the MPT scheme. (a) Transmitted signal pattern. (b) Coherent combining receiver structure. (c) Intensity combininguetceeer s

small portion of the symbol period is occupied by the trangdowever, for a given number of users, the number of users in a
mitted signal, and thus, for a large percentage of the time, gmup is inversely proportional to the number of OOCs, and the
signal is being sent. As a way to use this unexploited resourpepbability that allw pulses of the desired user are corrupted
a multiple-pulse transmission (MPT) technique is considerdaly an interferer decreases as the number of users in a group de-
The basic idea of the MPT scheme is to use a repetition codecodases. Thus, we can reduce the impulsiveness of interference
lengthw (with peak power of each puld® /w) in each symbol by using well-designed OOCs with correlation value bounded
period to enable diversity reception, as shown in Fig. 6(a). Howy two. However, the probability distribution of “hit(s)” of an
ever, we cannot get a performance gain if we send them perio@©C with correlation value bounded by two depends on the
cally, because a pulse of an interferer that is concurrent with atyde construction of the OOC, and the actual code construction
pulse of the desired user implies that all pulses of the desiradd optimization is beyond the scope of this paper. Therefore,
user are corrupted by that interferer. As a remedy, we use ope will focus on the OOC with correlation value bounded by
tical orthogonal codes (OOC) [19] to specify the multiple pulsene in the sequel.

positions. If we assign a different OOC to each user, an inter-Now, consider receiver structures for the MPT scheme. First,
ferer (withw interfering pulses) can, at most, corrupt one of theonsider the coherent combining of the received signal at the re-
w pulses of the desired user. However, the number of availaigiver, as shown in Fig. 6(b). HerB; represents thith repet-
OOCs is bounded by = |(F —1)/w(w —1)] [19], where itive pulse position (in time) of the OOC of thgh user. Let

la] denotes the greatest integer not exceeding = 7/Tq, 1, = Y1" 1y, andl, = >}, I, ;, wherel,; andl,.; are the
andTy > 2/Q+ (M —1)T, is the duration of a slot in which an effective numbers of interferers at the desired and iyg-apart
M-ary PPM symbol can reside. For examplellgt= 50ps and  PPM signal locations in thith repetitive pulse position, respec-
T = 10ns. Then, we getabout 100 OOCs when= 2, and 10 tively. Then, after coherently combining pulses, the pairwise
OOCs whenw = 5. Since there are not a sufficient number oérror probability (PEP) ([1, eq. (18)]), conditioned fn+ 1.,
OOC:s for all users, the users are divided into as many groupsas be modified as

available OOCs, and an OOC is assigned to all users in a group.

We can also use OOCs with correlation value bounded by two in 1 w2 Nog

order to increase the number of OOCs. Note that the number 6ft11¢ < Irlla + 1 =1} = 5 XP (‘ ] ) o 1>0.

users in the MPT scheme is not limited by the number of OOCs. (26)
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Thew? term in the numerator of the exponent of (26) arises as 107
follows. From[1, eq. (16)—(18)], the variance of the interference
is given byPy(l4+1,)/Nes. Also, the signal power ig? P, due

to the coherent combining. Thus, the signal-to-interference ratio
becomesv? N.g/(l4 + I,.). On the other hand, the probability
Pr{l; + [, = I} should be modified also. Since the crosscorre-
lations of the OOCs are bounded by one, at most, one encoded
pulse of an interferer can be concurrent with the desired user’s
pulses. Since each user transmitsncoded pulses, and the time
window of interest of the desired user increases times that

in the conventional hybrid PPM/ULP-CDMA system (that is,

w pulses of the desired user are combined), the probability that L s . .
one encoded pulse of an interferer is within the time window of 0 200 400 600 800 1000
interest of the desired userig times that in the conventional Aggregate Throughput (Gbit/s)

scheme (here, the effect of insufficient OOCs is ignored for sir’gi—g. 7
plicity). Then, [1, eq. (20)] can be modified as 32.

-
o
&

Bit error probability

oooool imiting

Bit-error probabilities of the MPT scheme whee= 200 fs andM =

J—1\ [20T\" 2w\
P(r,k) = < k ) ( T ) <1 T ) - (27)  with two degrees of freedom. From the moment generating

} ) ) ) function (MGF) of a noncentral chi-square random variable
Note that the time interval|-7,T] is used instead of given in [20, p. 44], the MGF of is given by

[-T,T + rT,s] for simplicity. This can be justified from the

facts thatl},, is typically much smaller tha’ and that, as seen Py

in [1, Fig. 5], the amount of interference caused by an interferer w [ €XP < _ Mol >

is relatively small when the time delay of the interferer is — Yrujig, 14, (8) = H Tolsy . (30
Within [~ 7, T + 1Tys/2] OF [T + #1,s/2, T + rT}s]. Since e e

T = 1/QandNeg = 1/a2Qr, (26) and (27) are equivalent
to those of the conventional hybrid PPM/ULP-CDMA systenthen, the conditional PEP is
with the spectral chip bandwidtf2/w?, which means the
effective number of chips increased by a factorugf. Thus, Pr{ly < I|ly1, -y lrawsla1 -y law)
from [1, egs. (21)—(25)], it is seen that the performance of

lr,17 e 7lr,w7ld,17

=

.. . . - wNeffId
the MPT/coherent combining is equivalent to that of the = ZHUE {eXp (— iz )
conventional hybrid PPM/ULP-CDMA system with effective v=1 0%y
number of chips increased by a factor wf, which implies o law}
the performance of the hybrid PPM/ULP-CDMA system is w wNeg
improved by the MPT/coherent combining scheme. However, = ZH'v‘yldll,f,,17---,1,1,.“, <— Pyl )
the implementation of the coherent combining receiver is quite v o
difficult, due to the very high frequency of the optical carrier. -3°n b v (_ Negr )

. ) : S . . = v ———exp|——77+-—1. (31)

In Fig. 6(c), an intensity combining scheme is shown. The in- o= lyw+lag lrw+lag

tensities detected by the detector arrays are combined and com-
pared. Then, the largest one is selected. Although the intensitye pairwise probability is obtained by taking the expectation of
combining is inferior to the coherent combining, this schem(@1) overly1,-- -, 14w, Ir1,- -, lrw, OF €quivalently, over the
may be preferred, since it can be easily implemented}.et time delays. In Fig. 7, the union bounds of bit-error probability
andI,.; be the intensities detected at the desired/afid-apart of the MPT schemes are plotted &z = 94 and the limiting
PPM signal locations of thih repetitive pulse position. Then,case when- = 200 fs andM = 32. To evaluate the PEP, the
after combining, we gef; = >, I,;, andl, = >°1"  I.;. numerical method used in [1] is employed with modification
Since the interference, conditioned on the time delays of the ms shown in Appendix B. From the results, it is seen that we
terferers, is Gaussian, the pdf ff, conditioned on,.,,, v = can improve the performance of the hybrid PPM/ULP-CDMA

1,---,w, is given by [20, p. 802] system by employing the MPT scheme wheg; is small and
W N WN ] P4 is low. Now, consider the limiting case wheMeg is suf-
Felellogs o) = > % exp <_ﬁﬂ’"> ficiently large. In this case, interference can be considered as
v=1 -0 0br,v a stationary Gaussian process with variaBeé = (((J —
" (8)  1)P0)/(wiNew))(w)/(1:8)) = (0a(J — 1)7Pp)/(1%) by in-
wherell, = [[;Z ;,(lr)/ (L0 — Iri). Thus, we have voking the central limit theorem. Then, the PEP is given by [20,
w N p. 686]
Pr{l, > z|lp1, - lrw) = ;Hv exp (- Polos ) . (29)

w—1
1 Py Py
Pr{ly< I} = —— - C(w, —
On the other hand,;, conditioned oriy 1, - - -, 4, iS the sum rila ) g2w-1 P < 402> 7;) (w,m) <4a2>
of independent noncentral chi-square random variables, each (32)
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Receiver structure. . . .

user transmits only one pulse in a symbol period, the PEP among

the adjacenfi/ symbols is identical to that investigated in [1].
whereC (w, n) 2 1/n! Zi:éil (27:‘;1)_ As seen in Fig. 7, the On the other hand, the PEP between symbols in different clus-
PEP now increases asincreases, which comes from the noncoters is obtained as follows. Since the separation of the two signal
herent combining loss. Although the limiting performance getgcations is large, an interferer corrupting one signal position
worse asw increases, the actual performance (with fixgg;) —can rarely affect the other one at the same time. Since the condi-
gets closer to the limiting one as increases, because the intional PEP given in [1], and repeated in this paper as (C-1), still
terference gets closer to a stationary Gaussian process ash@lés, we can apply the same numerical techniques as in [1].
number of interfering pulses increases. From Fig. 7, we can &i¥en, the union bound of the symbol-error probability (or bit-
hance the performance of the hybrid PPM/ULP-CDMA systegiTor probability) is obtained from the PEPs (see Appendix C).
with 7 = 200 fs, M = 32, and N.g = 94 by using the MPT In Fig. 9, the union bounds of symbol-error probability of the
scheme and increasingup to four atl0~ bit-error probability. ST scheme are plotted fdf. = 94 and the limiting case when

The additional complexity in a transmitter required for the = 200 fsandM = 32. From the result, we see that we canim-
MPT scheme is an optical divider with delay lines. In a receiveprove the aggregate throughput with the ST scheme. Although it
as many pairs of time—space processors and photodetectorisafot clearly seen in Fig. 9, the aggregate throughput increases
rays as the number of pulses in a symbol may be required. Howarly proportional tdog,(Mw)/logy(M) = 1 + logy(w),
ever, we can implement a receiver with one pair of time—spag¥cept for thes = 32 case. This result is due to the fact that the
processor and photodetector array with a timing circuit whétEP between symbols in different clusters is much smaller than
the symbol rate is much slower than the electrical circuit spedtiat between symbols in the same cluster, so that the second term
in the right-hand side of (C-4) is negligible wheris small. The
unequal pairwise error characteristic of the ST scheme may be
useful in some applications where information and redundant
Another important parameter determining the performancelits have different significance, such as with a turbo code [21].

the hybrid PPM/ULP-CDMA systems is the numidérof PPM  In these cases, we may encode bits into a PPM symbol by using
symbols. As discussed in Section IV, howeverjs determined more significant bits to select a cluster and less significant bits
by the size of the time window of the time—space processor. Tselect a position in the cluster.
overcome the limitation o/, a selective transmission (ST) Asw increases, the symbol-error probability increases. How-
scheme is suggested in Fig. 8. Here, the symbol pefiots  ever, we can still get higher aggregate throughput (although less
divided intow intervals withTy; = T, /w, andlog,(Mw) bits than linear improvement) at a given symbol-error probability
are encoded into a symbol, whéog, w bits select one ofthe  (or bit-error probability) by increasing. WhenN.¢ and.J are
clusters in which thé//-ary PPM symbol is transmitted. Then,sufficiently large, the performance of the ST scheme can be
the signal location with the largest intensity amongilie pos- obtained from [1, Prop. 7 and Fig. 9] by substitutiffyw for
sible locations is selected at the receiver. In addition to the eb, which shows improvement of aggregate throughput by in-
larged signal set, the ST scheme shuffles the transmission tioneasindog, (Mw).
according to théog, w bits of the information symbol, which  Similar to the MPT scheme, the additional complexity in a
implies the interference profiles during different symbol periodsansmitter using the ST scheme is the additional delay lines and
are likely to differ, so that the correlation between the bit-err@ selecting circuit. For the receiver, we may again use as many
probabilities in different symbol periods is alleviated. Note thatairs of time—space processors and photodetector arrays as the

B. Selective Transmission Scheme
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number of clusters, resulting in roughly linear increase in thehus
receiver complexity. However, we can also implement the re-

ceiver with one pair of time—space processor and photodetector (m—X)Tpet <
array with a timing circuit when the symbol rate is low. In this
/ IS / E{en) = E{lrou()* } du
case, we can improve the performance of the proposed system .
with only slight additional complexity for both transmitter and (m—Xe)Tps— 5
receiver. (m=Xc)Tos+5

= / (r2 (1) + Rn(0;m)) dp

VI. CONCLUDING REMARK .
(m—Xc)Tpa—5

In this paper, a receiver for the proposed hybrid > U GEopcdr(m — d)+er R, (0;m) (A-2)
PPM/ULP-CDMA system using the time—space processor was
proposed and investigated. The high resolution time-to-space .
conversion by the time—space processor enabled detection oftfig"e the last approximation follows from (11).
proposed PPM format with very small symbol separation. Some | "€ @utocorrelation function is given by
nonideal effects of the time—space processor, including the
reference pulse realization, as well as amplifier noise, detect@{|rout(m)|2 |7,0ut(m)|2} -E {Iro.s(m) + o)
noise, fiber dispersion, and nonlinear distortion in the fiber, ' '

were discussed. Also, the system parameters, such as the ULP X |ro.s(p2) + To,n(u2)|2}
duration, the ULP repetition time, the spectral chip bandwidth, 9 9 9

the number of PPM symbols, and symbol separation of the PPM =755 (11)75 s (12) + 15 (1)
format, were discussed relative to the current state-of-the-art X R, (0;m) + TZ,S(IJQ)
technology. The performance analysis on the proposed hybrid X R, (0;m) + 274 5 (1)

PPM/ULP-CDMA system with such nonideal effects showed

X T R, — lo;m
that the results provided in [1] were still valid (with aggregate (i) B = p2sm)

2
throughput modification corresponding to the specific reference + B {|7“o,n(u1)|
pulse realization method as discussed in Section 1V), for % [rom )|2} (A-3)
reasonable values of the system parameters, when used for short TonlH2

distance data networks, such as local area networks, where fiber

attenuation was negligible and fiber dispersion could be almaghere the last equality follows from the facts that the ex-

compensated with current state-of-the-art technology. pectation of odd-order terms of, ,(u) is zero and that
To enhance the performance of the proposed system bey@‘{jro,n(m)ro,n(/m)} = 0. On the other hand, we have

the physical limit of the system parameters, the MPT and ST

schemes were proposed and investigated. It was shown that wi

could improve the performance of the hybrid PPM/ULP-CDMAE { 70,5 (111)[* Iro,n(uz)l2} =E {(n}(u1) +ni (1))

system by employing gither the MPT or ST schemes. In gf— x (n?«(uz) n n?(#z))}

fect, the MPT scheme increased the effective number of chips, 1

and the ST scheme increased the number of possible symbols = _R2(0;m)

in PPM format, both resulting in improved performances at the 2 9 9

cost of additional complexity. In particular, the ST scheme can +E {nr(m)m(uz)}

provide improvement in aggregate throughput, nearly propor- +EA{nf(p)ni(ue)} . (A-4)

tional to the logarithm of the number of clusters in the PPM
format, as well as an additional advantage of interference rans; ;s denoter2 = E{n2()} = E{n2()} = 1/2R,(0;m)

domizing and unequal error protection, which might be usefghdﬂ = (R(11 — m.m))/(]}%n 0;m)). Then, we get
when a channel-coding scheme is applied. ' ’

APPENDIX A E{nf(m)nf(uz)} — . / / 22y?
2ro24/1 — p?
DERIVATIONS OF (16) AND (17) e
Let us denote, ,, (1) = n, () + jni(p). Since the autocor- X exp <_w> dady
relation functionsR,, ;(y1; m) andR,, (11) are realy,. (1) and 202%(1—-p?)
n;(u) are independent Gaussian processes with zero mean and = (142p%)0*

identical autocorrelation functiory 2R,, (10; m). Then we have ) 1
, = ZRi(O; m)+§Ri(u1—u2; m). (A-5)
E {rou(m)l* } =72 (1) + 2r0.5(1) E {mo (1))

+ B {n7(n) + ni (1)} Since E{n?(u1)n?(pu2)} yields the same result, we have
:rg,s(ﬂ) + R, (0;m). (A-1) E{|T0,n(ﬂl)|2|T0,n(ﬂ2)|2} = R%(O;m) + Ri(lll — p2;m).
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Therefore, we have Pr{l; < I.|a1,a2,a3}. Note thatPr{l; < I,./0,0,0} = 0.
Finally, the unconditional PEP and the union bound of the
(m=Xo)Toat 5 (m=Xo)Tput 5 bit-error probability are obtained as
Var{e,} = . . C C—ayJ—1-C
(M=X)Tpe— 5 (m—X)Tpe— 5 Prily<L}=Y Y Y Pr{li<Iay,az, a3}

< (B o) rows )} Prfar a5} (B-2)
B {Jrou(u)} B {rousu)?} ) dirdis  ang o

M-1
(m=Xe)Tps 5 (m—Xe)Tps+5 2(M —7r
: : Pb S 7;1 %b(T) PI‘{Id < Ir} (B'3)

(m_;C)T"S_% (m_XC;T"S_% ' respectively, wheré(r) is the average number of bit errors per
x ( T";(“l)roﬁ(/”) “Ru(py — pzim) number of bits in a symbol, caused by falsely detecting a symbol
+R2 (11 — pasm)) dpgdps that isrT},, apart from the desired symbol.

€T

n
N

N

(27'0,8(#1)7"0,5(/1*2)Rn(/1*1 — 23 m) APPENDIX C

12
—y
—

n
N

€

N

IQ|
vl

EVALUATION OF THE UNION BOUND ON THE SYMBOL-ERROR

2 )
X8xc (m—d)+ Ry, (jn—pro;m)) dpape PROBABILITY IN THE ST SCHEME

A-6 . L
(A-6) The conditional PEP is given by [1]
where the last approximation also follows from (11). I Nog
Pr{l; < L|lg,1,} = —2 S . la+1,>0
rila < Lofla, Lo} ld+loeXp< ld+lo> 1o >
APPENDIX B (C-1)
whered ando are the transmitted and some other signal loca-
EVALUATION OF THE UNION BOUND ON THE BIT-ERROR tions, respectively, anf}; and/, are the effective numbers of
PROBABILITY IN THE MPT SCHEME interferers at the two signal locations, defined in [1]. Here, the

Since we havegg OOCs andJ users, an OOC is assigned tosupscnpp is used to emphasize that the_ other 3'9’.“"" Iocathn
: . _1s in a different cluster. When the two signal locations are in
C = [J/f] users in a group, wheifle| denotes the smallestin- L2 X
. the same cluster separated:¥},; (subscript- is used instead
teger greater thaa. Then, an interferer from other groups carn

corrupt one pulse of the desired user with probabiity) /( F) of o in this case), the PEP is evaluated as in [1]. When the two

[19]. On the other hand, an interferer from the same group Cswnals are in different clusters wifl’; > 1, we can assume

corrupt one pulse and all pulses of the desired user with prob—ﬁl.'at an interferer that affects one signal location cannot affect

ability (w? — w)/(F) and1/F", respectively. Lets, as, andas the _other S|gnalllocat!on. Then, a modified version of the nu
N merical method in [1] is applied to evaluate the PEP as follows.

be the numbers af-pulse corrupting interferers from the same.. . L o
S irst, we assume that only interferers with time delays within
group, one-pulse corrupting interferers from the same grou

L P — +1/9 of the two signal locationd ando are taken into
and one-pulse corrupting interferers from another group, respec-

. o . . account fori; andl,, respectively. Let,; andas be the number
tively. Then, the probability of this eventis of interferers with relative time delays withihl" of d ando.

Pr{ V= C\ (1\" (C-a\ (w® = w\™ Then, we have
ai,a,a3y = ar) \F as F J=1\/J=1—a;\ [2T\“ 1%
: (J— 1-— C> (w_2>a3 Pr{a, a2} = < o ) ( . ) (f)
* F J—1—aj—as
SR (-7 : (C-2)
- (B-1) T,
F

For given values ofa; and ay, we generatel; with a
wherea = a; + as + az. For given values of, a, andag, uniform distribution over [T, T]'+ Next, we evaluate
we generate\; with uniform distribution ovef—Ty/2, Ty /2]. la = YL, sinc?(Q);) andl, = Y 711" sinc(Q);). Then,

We also select; € {1,---,w} equiprobably to locate thigh we evaluate (C-1) and average it over 10000 trials to obtain
interferer around the;th pulse location of the desired user. W&r{ls < I,|a1,a2}. Again, note thaPr{l; < I,[0,0} = 0.
then evaluatdy; = > 7., sinc®(Q\;) + D1 O (i — Finally, the unconditional PEP is obtained as

1)sind?(Q);) and L, = YL sinc?(Q(rTs — A)) gt

+Z;:a1+l Src(i = 15)sine®(Q(rTys — A;)). Here, we ig- Pr{l; < I,} = Pr{l; < I,|a1, a2} Pr{ai,as}.
nore sidelobes of theinc® function, as we did in [1]. Then, Ha< L} (1;0 ﬂ;o Ua < Ll a2} Pria, az}

we evaluate (31) and average it over 10000 trials to obtain (C-3)
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Since the PEP is the same for MI(w — 1) signal locations that
are not in the same cluster df the symbol-error probability,
Py, is given by

M—-1
P.< Y WPr{Li <L} +M(w—1)Pr{l; < I}
= (C-4)
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[19] J. A. Salehi, “Code-division multiple-access techniques in optical fiber
network—Part I: Fundamental principlesBEE Trans. Communvol.
37, pp. 824-833, Aug. 1989.

[20] J. G. ProakisPigital Communication3rd ed. New York: McGraw-
Hill, 1995.

[21] A. H. S. Mohammadi and A. K. Khandani, “Unequal error protection
on turbo-encoder output bitsElectron. Lett. vol. 33, pp. 273-274, Feb.
1997.

where the first term is the sum of PEP due to the signal locations

in the same cluster, given in [1].
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