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Abstract

Optical communications has experienced a rapid development during the last decade. More bandwidth can be acquired by decreasing the spacing of the optical channels or by increasing the data rate. Characterization of the optical components and active monitoring of the network calls for accurate measurement methods. The transfer function of optical components impacts the performance of communication systems. Analysis and accurate measurement of the transfer function is therefore essential in optimization of the performance of such systems.

Chromatic dispersion of optical fibers and frequency chirp of the laser transmitters set limits for the data rate and transmission distance. Measurements of dispersion have traditionally been performed using a Modulation Phase-Shift (MPS) method. When high RF modulation frequencies are applied to achieve high resolution an alias error could be introduced. In this thesis we introduce an apparatus for full complex-amplitude spectral characterization of optical components and fibers. Based on a modification of the MPS method, we introduce a frequency dither to the RF modulation drive, allowing us to detect small phase changes thus overcoming the limitations imposed by the conventional MPS method. Its salient feature is high sensitivity phase detection enabling the use of a low RF driving frequency as necessary for precise measurement of components exhibiting fine spectral features such as microresonators and slow light devices.

We analyze the modified MPS technique using the traditional small signal approximation and compare the results to a full analytic response of the MPS technique. The full analytic response is useful for optimization of the proposed technique. The characterization apparatus has been realized in our lab using commercially available optical and electrical components. We have characterized experimentally the signals passing in the apparatus. Care was taken to prevent higher RF tones (i.e. above 1st order) in the Mach-Zehnder Modulator (MZM) output field, which could interfere with the desired measurement. Moreover, care was taken to prevent RF leakages in the electronic circuitry, which could interfere with the measurement of weak signals. We demonstrate the operation of the modified MPS at two operating points, demodulating with either the same RF carrier or with a doubled one. We measured several component categories and fibers to demonstrate the measurement technique. Finally, we conclude with the advantages and disadvantages of the modified technique.
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Acknowledgments

The research work for this thesis has been carried out in the Photonic Devices Group at the Applied Physics Department of The Hebrew University of Jerusalem Israel (HUJI) during the years 2006-2009.

First of all, I would like to thank my adviser Dr. Dan Marom for the research opportunities and for an opportunity to work in the laboratory. I am especially grateful for his valuable advice and continuous support in the past years. I would like to express my gratitude for introducing me to the field of optical communications.

David Sinefeld has worked in several projects with me during these years providing invaluable help. I would also like to thank all the group mates, Asael Adler, Jonathan Dunayevsky, Yaron Glazer, Ami Mizrahi, Amitay Rudnick and Dror Shayovitz, for all their educational discussions.

Funding of this work was supported in part by the Peter Brojde Center for Innovative Engineering.

Last but not least, I would like to thank my family for supporting me through my academic years. Finally, I would like to thank my wife Polina for her loving, patience and support.
Contents

1 Dispersion of optical components ................................................................. 6
  1.1 Example: Pulse propagation ........................................................................ 7

2 Measurements methods for chromatic dispersion ......................................... 11
  2.1 Measuring dispersion using interferometric methods ................................. 11
  2.2 Measuring dispersion using Time Of Flight (TOF) method ......................... 12
  2.3 Measuring dispersion using Modulated Phase Shift (MPS) method ............ 13
  2.4 Measuring dispersion using Baseband AM response method .................... 20
  2.5 Modulation Phase Shift improvement on the accuracy ............................... 21
  2.6 Chromatic dispersion measurement with Single Sideband method (SSB) .... 22
  2.7 Chromatic dispersion measurement using Fixed Sideband Technique ........ 24
  2.8 Appendix: Jacobi-Anger expansion of amplitude modulation (AM) .......... 25

3 Modulated Phase Shift method revisited ....................................................... 30
  3.1 Simplified signal analysis ........................................................................... 33
     3.1.1 MPS with Audio ................................................................................... 40
     3.1.2 2nd order MPS with Audio .................................................................. 41
  3.2 Appendix: MPS with audio accurate signal analysis Jacobi Anger expansion to AM and PM ................................................................. 44

4 Experimental realization of modified MPS .................................................... 50
  4.1 MPS with Audio apparatus ......................................................................... 50
  4.2 2nd order MPS with Audio apparatus ........................................................... 54
  4.3 Appendix: Apparatus components characterization ..................................... 57
5 Optical devices characterization results and discussion

5.1 MPS with Audio

5.1.1 Dispersion Compensating Fiber (DCF) modules

5.1.2 Arrayed Waveguide Planar Lightwave Circuit (AWG PLC) against reflective mirror

5.1.3 DWDM Demux

5.2 2nd order MPS with Audio

5.2.1 Dispersion Compensating Fiber (DCF) modules

5.2.2 Arrayed Waveguide Planar Lightwave Circuit (AWG PLC) against reflective mirror

5.2.3 DWDM Demux

6 Conclusions and future research

7 Appendix A: Modified MPS - photocurrent simplification

8 Appendix B: Extended model for conventional MPS
1 Dispersion of optical components

As of today optical communication systems are already deployed all over the world and are used to transmit digital data (meaning bits of '0' or '1'). Currently these systems are build up from many different building blocks (optical and electrical), while each building block may distort the transmitted signal. During transmission in the optical fibers for tens of kilometers the data may have losses which can be overcome by optical amplification. However the data might be distorted during transmission due to chromatic dispersion which might cause Inter Symbol Interference (ISI). In case of ISI the transmitted data bits broaden and overlap and upon detection the data will be lost. The current networks are built of transmitter and receiver stations, at each receiver station the data is being detected and transmitted till it reaches its destination. As the demand for higher bandwidth increases, the transmitted data is being modulated in higher frequencies and the allowed chromatic dispersion values decreases significantly. There are different approaches how to deal with chromatic dispersion. The simplest approach is to manage the chromatic dispersion across the transmitting path while maintaining a small dispersion in order to avoid accumulation of nonlinear phenomena in the the optical fibers. Another approach is to compensate the dispersion in the transmitter station using electronic predistortion and complex-value modulation. Another approach is to compensate the dispersion at the receiver station. In order to anticipate these distortions we need to know the complete behavior of each optical component used in the lightwave transmission system.

The linear characteristics of the optical component can be completely defined by using a complex transfer function, which can be written as $H(\omega) = B(\omega) \cdot e^{j\phi(\omega)}$ here $\omega$ is the optical angular frequency, $B(\omega)$ is the amplitude response and $\phi(\omega)$ is the phase response. The complex function can be calculated analytically or numerically.

Under the assumption of Linear Time-Invariant (LTI) system, group delay is a measure of the transit time of a signal through a Device Under Test (DUT). Group delay is calculated by differentiating the phase response of the DUT versus frequency. Another way to say this is that group delay is a measure of the slope of the phase response. The linear portion of the phase response is converted to a constant value (representing the average signal-transit time) and deviations from linear phase are transformed into deviations from constant group delay. The variations in group delay cause signal distortion. The group delay, $\tau_g$, of the component is defined as a derivative of the phase response with respect to the angular frequency, $\omega$, (the minus sign is due to the choice of the pulse propagating direction $e^{j\omega_0 t}$)

$$\tau_g = -\frac{d}{d\omega} \phi(\omega) \quad (1)$$

The 1st distortion to the signal is defined as the dispersion parameter, $D$, it is the derivative of the group delay with respect to wavelength

$$D = \frac{d}{d\lambda} \tau_g \quad (2)$$
The 2nd distortion to the signal is defined as the dispersion slope parameter with respect to wavelength, \( S \), it is defined as \( S = \frac{d}{d\lambda} D \). Usually the chromatic dispersion is sufficient in the case where we are far away from the zero dispersion wavelength. In close regime of the zero dispersion wavelength, the higher order dispersion term induces signal distortions which is defined as the dispersion slope. The dispersion slope effects short pulses such as Solitons.

The phase velocity of light is constant and independent of the wavelength in vacuum, while in materials it may vary with the wavelength. This phenomenon is commonly referred to as dispersion, in order to emphasize its wavelength-dependent nature it is sometimes referred as chromatic dispersion. In a prism, dispersion causes the angular separation of white light into spectral components of different wavelengths. The optical source in a high speed communication system is typically a single-line diode laser with very fine spectral width. Modulation, which is needed to transmit information along the laser light, increases the spectral width. Each wavelength (spectral) component of the signal travels at a slightly different speed due to dispersion, resulting in pulse broadening.

Chromatic dispersion in fiber results from the interplay of two effects - material dispersion and geometrical dispersion (a.k.a waveguide dispersion which can be found in a typical waveguide - single mode fibers). Material dispersion arises from changes in the refractive index as a function of wavelength, and the corresponding group velocity. Geometrical dispersion arises from reflections and interference effects inside the component. Waveguide dispersion arises from the wavelength dependent relationships of the group velocity to the core diameter and the difference in index between the core and the cladding. In single-mode fibers there is another component called second order Polarization Mode Dispersion (PMD) or differential group delay dispersion, which produces an effect which is identical to chromatic dispersion. The phenomenon arises from fiber PMD behavior details, second order PMD sets the ultimate limit to which a transmission path can be compensated for chromatic dispersion.

1.1 Example: Pulse propagation

In order to study pulse propagation in dispersive medium we need to consider the complex amplitude of the field envelope at a distance \( z \) inside the fiber \( A(z,t) \), since each frequency component of the optical field travels at slightly different propagation constant. For this reason, it is useful to work in the spectral domain. The basic propagation equation governing pulse evolution inside a single-mode fiber known as the Nonlinear Schrödinger Equation (NLSE). Since the constant delay experienced by the optical signal does not affect the signal quality. It is often useful to work in a reference frame moving with the pulse [1]. The moving frame NLSE is:

\[
\frac{\partial A}{\partial z} + i \beta_2 \frac{\partial^2 A}{\partial t^2} - \frac{i}{6} \beta_3 \frac{\partial^3 A}{\partial t^3} = i \gamma |A|^2 A - \alpha \frac{A}{2}
\]  

where \( \gamma \) takes into account non-linear effects occurring within the fiber due to Kerr effect, \( |A|^2 \) is the optical power, \( \alpha \) represents the fiber loss (or possible gain whenever \( \alpha \leq 0 \)) and \( \beta_m = \frac{\partial^m \beta}{\partial \Omega^m} \bigg|_{\Omega_0} \) are the derivatives of the propagation constant \( \beta \) developed with a Taylor series around the optical frequency \( \Omega_0 \).
The propagation constant Taylor series development up to a third order

\[ \beta(\omega - \omega_0) = \beta_0 + \beta_1(\omega - \omega_0) + \frac{\beta_2}{2}(\omega - \omega_0)^2 + \frac{\beta_3}{6}(\omega - \omega_0)^3 \]  \hfill (4)

\[ \text{Group velocity} \quad \frac{1}{v_g} = \left. \frac{\partial \beta}{\partial \omega} \right|_{\omega_0} \]  \hfill (5)

Dispersion coefficient \( D = \frac{d}{d\lambda} \left( \frac{1}{v_g} \right) = -\frac{2\pi c_0}{\lambda_0^2} \left. \frac{\partial^2 \beta}{\partial \omega^2} \right|_{\omega_0} \]  \hfill (6)

Dispersion Slope \( S = \left( \frac{2\pi c_0}{\lambda_0^2} \right)^2 \left. \frac{\partial^3 \beta}{\partial \omega^3} \right|_{\omega_0} \)  \hfill (7)

In order to see how group velocity dispersion (GVD) effects lightwave transmission systems, we can simplify the NLSE \( \beta_3 \sim 0 \) if the pulses are not shorter then 5ps, without nonlinear effects \( \gamma = 0 \) and assuming the losses are compensated periodically \( \alpha = 0 \). Dispersive effects are then governed by a simple linear equation:

\[ \frac{\partial A}{\partial z} + i \beta_3 \frac{\partial^2 A}{\partial t^2} = 0 \iff \frac{\partial A}{\partial z} + \beta_1 \frac{\partial A}{\partial t} + i \beta_3 \frac{\partial^2 A}{\partial t^2} = 0 \]  \hfill (8)

This linear equation is similar to the paraxial wave equation governing diffraction of optical beams in free space in one transverse dimension [2]. The only difference is that the group velocity dispersion parameter \( \beta_2 \) can be positive or negative depending on whether the optical signal experiences normal (\( \beta_2 > 0 \)) or anomalous (\( \beta_2 < 0 \)) dispersion.

The incident pulse \( A(0,t) \) and the transmitted pulse \( A(z,t) \) may be regarded as the input and output of LTI system when neglecting \( \gamma \). The signal can be propagated according to \( \tilde{A}(z,\omega) = \tilde{A}(0,\omega) \cdot e^{j\beta(\omega)z} \) where \( \tilde{A}(0,\omega) \) and \( \tilde{A}(z,\omega) \) are the Fourier transform of \( A(0,t) \) and \( A(z,t) \) respectively and after propagating the signal is transformed back to the time domain. Suppose first that the complex envelope \( A(0,t) \) is an unchirped Gaussian pulse with a pulse width \( 2\tau \) at Full Width Half Maximum (FWHM)

\[ A(0,t) = f(t)e^{j\omega_0 t} = \exp \left\{ -\frac{t^2}{2\tau^2} \right\} \exp \left\{ j\omega_0 t \right\} \]  \hfill (9)

\[ \tilde{A}(0,\omega) = \int_{-\infty}^{\infty} A(0,t)e^{-j\omega t}dt = \sqrt{2\pi}\tau \cdot \exp \left\{ -\frac{\tau^2(\omega - \omega_0)^2}{2} \right\} \]  \hfill (10)

\[ \tilde{A}(z,\omega) = \tilde{A}(0,\omega) \cdot e^{j\beta_2(\omega - \omega_0)^2 \frac{z}{\tau}}d\omega \]  \hfill (11)
\[ A(z,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{A}(z,\omega) e^{j\omega t} d\omega = \]

\[ A(z,t) = e^{j(\omega_0 t - \beta_0 z)} \frac{1}{\sqrt{1 + j \beta_2 z}} \exp \left\{ -\frac{(t - \frac{z}{v_g})^2}{2\tau^2 + 2\frac{\beta_2 z^2}{\tau^2}} \left(1 - j \frac{\beta_2 z}{\tau^2}\right) \right\} \quad (12) \]

The Gaussian pulse width at the fiber output is broadened, after taking the intensity of the output field \(|A(z,t)|^2\), the pulse width is \(2\tau\sqrt{1 + \left(\frac{\beta_2 z}{\tau^2}\right)^2}\). We can see that the pulse broadens no matter the sign of \(\beta_2\).

Now we will examine the phase of the Gaussian broadened pulse

\[ \phi(z,t) = \omega_0 t - \beta_0 z + \frac{(t - \frac{z}{v_g})^2 \beta_2 z}{2\tau^2 + 2\frac{\beta_2 z^2}{\tau^2}} \quad (13) \]

the time dependence of the phase \(\phi(z,t)\) implies that the instantaneous frequency differs across the pulse from the central frequency \(\omega_0\). The difference \(\delta\omega\) is just the time derivative \(\frac{d\phi}{dt}\) (a minus sign may appear due a different choice of the pulse propagating direction \(\exp\{-j\omega_0 t\}\)) and is given by

\[ \delta\omega(z,t) = \frac{d\phi}{dt} = \omega_0 + \frac{2\beta_2 z}{\tau^2} \frac{(t - \frac{z}{v_g})}{2\tau^2 + 2\frac{\beta_2 z^2}{\tau^2}} = \omega_0 + \frac{\beta_2 z}{\tau^2} \frac{(t - \frac{z}{v_g})}{2\tau^2 + \frac{\beta_2 z^2}{\tau^2}} \quad (14) \]

from this last result we can see that the chirp of the signal depends linearly on the quadratic dispersion coefficient \(\beta_2\), and the propagation distance \(z\). The term inside the brackets \(t - \frac{z}{v_g}\) is actually the time shift (which can be eliminated in the moving time frame representation). This equation shows that the frequency changes linearly across the pulse, i.e., a fiber imposes linear frequency chirp on the pulse. The chirp \(\delta\omega\) depends on the sign of \(\beta_2\). In the normal-dispersion regime \((\beta_2 > 0)\), \(\delta\omega\) is negative at the leading edge \((t < 0)\) and increases linearly across the pulse; the opposite occurs in the anomalous-dispersion regime \((\beta_2 < 0)\).

Dispersion induced pulse broadening can be understood by recalling that different frequency components of a pulse travel at slightly different speeds along the fiber because of group velocity dispersion. More specifically, red components travel faster than the blue components in the normal-dispersion regime \((\beta_2 > 0)\), while the opposite occurs in the anomalous-dispersion regime \((\beta_2 < 0)\). The pulse can maintain its width only if all spectral components arrive together. Any time delay in the arrival of different spectral components leads to pulse broadening.

We have now seen that quadratic changes in the phase correspond to linear frequency variations, for this reason such pulses are said to be linearly chirped. The spectrum of a chirped pulse and of an unchirped pulse are the same width. However, there is a spectral phase difference. This
can be seen for chirped Gaussian pulses with a pulse width \(2\tau\) at Full Width Half Maximum (FWHM) by substituting the incident pulse with the form

\[
A(0, t) = f(t) e^{j\omega_0 t} = \exp \left\{ -(1 + jC) \frac{t^2}{2\tau^2} \right\} \exp \left\{ j\omega_0 t \right\}
\]  

(15)

where \(C\) is a chirp parameter governs the frequency chirp imposed on the pulse. By using the same LTI assumptions one finds that the instantaneous frequency increases linearly from the leading to the trailing edge (up-chirp) for \(C > 0\) while the opposite occurs (down-chirp) for \(C < 0\). It is common to refer to the chirp as positive or negative depending on whether \(C\) is positive or negative.

After performing Fourier transform to the chirped pulse

\[
\tilde{A}(\omega - \omega_0) = \sqrt{\frac{2\pi\tau^2}{1 + jC}} \cdot \exp \left\{ -\frac{\tau^2(\omega + \omega_0)^2}{2(1 + jC)} \right\}
\]  

(16)

the spectral FWHM is given by \(\Delta \omega = \sqrt{(1 + C^2)/\tau}\) in the absence of frequency chirp \((C=0)\) the spectral width is transform limited and satisfies the relation \(\Delta \omega \tau = 1\). Such a pulse has the narrowest spectrum and is called transform-limited. The spectral width is enhanced by a factor of \(\sqrt{1 + C^2}\) in the presence of linear chirp. One can find the analytical expression for the transmitted field using the inverse Fourier transform.
2 Measurements methods for chromatic dispersion

The dispersion of optical components has a significant effect on the performance of various optical systems. Analysis and accurate measurement of the dispersion is therefore essential in optimization of the performance of such systems. Measurements of chromatic dispersion can be performed by applying various techniques. They include applications low-coherence interferometry, various pulse delay measurements and phase-shift techniques. Traditionally the dispersion of an optical fiber has been an important characteristics to be measured. In the recent years when more components such as optical filters have been introduced it was necessary to accurately characterize them, especially the dispersion coefficient [3]. In particular, the development of the filters based on Fiber Bragg Gratings (FBG) permit for compensation of the dispersion of an optical fiber [4]. By applying FBG, the dispersion effects can be dramatically decreased in long-transmission systems. Accurate characterization of the dispersion of these filters has led to re-evaluation of the conventional methods to obtain reliable measurement results. There are three principal methods recognized by the International Telecommunications Union (ITU) for measuring chromatic dispersion: interferometric, phase-shift and time of flight [5]. The first two techniques are now commonly utilized for component characterization as well. All of the recognized methods are in fact indirect detection of the chromatic dispersion since the pulse broadening usually cannot be detected due to oscilloscope and detector rise time which can be hundred of picoseconds [6].

2.1 Measuring dispersion using interferometric methods

To obtain the group delay and the dispersion of the components, interferometric methods are applied to the components. The measurement setups are typically based on Michelson or Mach-Zehnder interferometers. Light from a broadband or wavelength tunable source is split in two paths. One path is coupled into the Device Under Test (DUT) and the other is a reference path. The light transversing the component is combined with light from the reference path and the resulting interferogram is detected see Fig. 1. From this interferogram it is possible to calculate both the amplitude and the phase response of the component by means of a Fourier transform. The main advantage is its very accurate resolution. The main disadvantage is group delay and dispersion of the component are differentiated from the phase of the interferogram which increases the noise. Another disadvantage is that interferometric methods are limited to the coherence length of the source usually a Diode Feedback Laser (DFB) has 100KHz-1MHz linewidth and the coherence length is approximately 300m-30m respectively. Meaning interferometric methods are applicable only for measurement of short length fibers.
Recently there have been a few reports of implementing interferometric methods in extracting the chromatic dispersion, while the results were with good agreement with the Phase Shift Method (which will be described in details in section 2.3) [7, 8, 9]. There is a commercial product made by Luna Technologies namely Optical Vector Analyzer based on the interferometer technique [10].

2.2 Measuring dispersion using Time Of Flight (TOF) method

The Time Of Flight (TOF) method was developed for long optical fiber samples. In this method the relative temporal delays is measured for pulses at different wavelengths. Due to its simplicity the TOF measurement method is an interesting application for the measurement of dispersion in already deployed fiber links. In optical fibers this method can be used to measure the variation of the group delay directly. “This can be done by determining the group delay in the fiber as a function of wavelength and taking the slope of the resulting curve. In order to avoid errors arising from the fact that the delay difference are small compared with the total delay, a pulse of fixed wavelength and delay can be injected together with a pulse or pulses of varying wavelength, to act as a reference time marker. Then the variation of delay with wavelength can be measured relative to this pulse avoiding the need to accurately measure the total transit time” [11]. Thus the relative group delay can be measured according to:

\[ t_{TOF}(\Delta \lambda) = \frac{v_g}{L} \Rightarrow \tau_{GD} = t_{TOF}(\Delta \lambda_1) - t_{TOF}(\Delta \lambda_2) \]  

(18)

where \( L \) is fiber length and \( v_g \) is the group velocity.

There are two approaches used to implement such a measurement. The first approach uses a fiber Raman laser source which utilize the nonlinear process of stimulated Raman scattering in a fiber
to generate additional wavelengths. Individual wavelengths which are injected to the tested fiber are selected by a monochromator. The second approach uses an array of semiconductor lasers which can be optically coupled into a test fiber and provide sufficient wavelengths to determine a five term Sellmeier equations which fit experimental delay measurements [12]. This method has a clear advantage the lack of a reference channel as long as the optical source has a stable wavelength and intensity for a time windows which will allow to complete the measurement. Furthermore this method allows for direct measurement of the group delay. Disadvantages of this method include enough fiber length in order that consecutive pulses must be distinguishable, a simple criteria in order to achieve this separation must be at least twice the FWHM of the input pulse width. Another disadvantage arises in case of amplitude and phase variation (when the phase distortion are more complex then quadratic) which will cause severe pulse distortion and the measurement meaningless. This method is limited to measurement of fibers only.

2.3 Measuring dispersion using Modulated Phase Shift (MPS) method

A basic measurement setup for the phase-shift method is outlined in Fig. 2. The light from a tunable laser source is intensity modulated with a sinusoidal signal. The modulation generates sidebands on both sides of the optical carrier. Each spectral component samples the DUT’s different frequency components about the carrier frequency, and the interference or beating signal at a photodetector, due to the different response sampled by the sidebands can be used to extract the spectral phase [13]. The basic setup and variations of it using different light sources have been utilized for years. MPS was first used for measuring of narrow-band optical elements by Ryu and his colleagues [14]. Several commercially available dispersion measurement systems rely on this measurement principle from leading companies (like Agilent 86038B Photonics Dispersion and Loss Analyzer).

As seen in Fig. 2 an oscilloscope compares the phase of the $\nu_0$ modulated signal passing in the DUT to a reference modulated signal [15]. Sometimes instead of an oscilloscope there is a network analyzer or a vector voltmeter which are used to compare phases between signals. Phase resolution is 0.1 or 0.01 degrees at best in the state of the art network analyzer.

Figure 2: Experimental setup for group delay measurement using the MPS technique

Another simpler approach can be seen with an appropriate RF frequency mixer which will down convert the signal of interest to a DC term, instead of using RF measurement equipment see Fig. 3. We will treat it more rigorously in the following section.
Figure 3: Schematic of MPS - down convert to DC
Optical path noted by the green dotted line, electrical path is noted by black arrows. DC output signal is proportional to the phase difference $\Delta \phi$ of the RF signal arriving from the detector and the reference RF signal. The group delay difference $\Delta \tau$ is proportional to the phase difference.

**Conventional Modulated Phase Shift Signal (MPS) analysis**

Signal processing analysis can help understand where the information is carried in the conventional MPS system. We utilize a continuous wave (CW) laser, $\sqrt{P_0} e^{j \Omega_0 t}$, where $\Omega_0$ is the optical carrier frequency (x multi-THz range) and $P_0$ is the laser power. The laser is amplitude modulated by a RF signal (GHz range) applied to an external Mach-Zehnder Modulator (MZM). In this section we develop the RF amplitude modulation (AM) using small angle approximation. A full analytic expansion appears in the Appendix, employing Jacobi-Anger expansion to the harmonic phase. A MZM can be usually described as a 3-dB coupler that splits into 2 arms in which an induced Electro-Optic effect change the refraction index in order to make a phase change each arm independently see Fig. 4.

![Figure 4: Schematic of LiNbO$_3$ modulator adopted from [16]](image)

Using a transfer matrix of a 3-dB coupler there could be obtained the bar and cross arms of the interferometer output

$$
\begin{pmatrix}
A_b \\
A_c
\end{pmatrix} = \frac{1}{2}
\begin{pmatrix}
1 & j \\
j & 1
\end{pmatrix}
\begin{pmatrix}
e^{j \phi_1} & 0 \\
0 & e^{j \phi_2}
\end{pmatrix}
\begin{pmatrix}
1 & j \\
j & 1
\end{pmatrix}
\begin{pmatrix}
A_{in}
\end{pmatrix}

(19)
$$

where $A_{in}$ is the input amplitude and $\phi_j = \pi \frac{V_j}{V_m}$ is the phase shift in the $j^{th}$ arm when a voltage $V_j$ is applied across it $(j=1,2)$ [16].
If we will take a simple MZM with one electrode arm, case in which \( \phi_2 = 0 \), then a phase shift will be induced only to the upper arm and the ports output will be as follows:

\[
\text{bar port: } A_b = \frac{e^{j\phi_1} - 1}{2} \quad \text{cross port: } A_c = j \frac{e^{j\phi_1} + 1}{2}
\]

With the assumption of Linear Time Invariant (LTI) system we can propagate the signal in the system. Using the convention (Engineering form) of the Fourier transform:

\[
\tilde{U}(\omega) = \int_{-\infty}^{\infty} U(t) \cdot e^{-j\omega t} dt
\]

\[
U(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{U}(\omega) \cdot e^{j\omega t} d\omega
\]

In our model we use the most common MZM modulator commercially available, which is a single-arm-drive MZM (has only one arm under electric modulation field); or use one arm of a dual-drive modulator. This MZM has a combination of amplitude and phase modulation at its output [18]. We drive the MZM with a voltage signal which has DC and AC terms (the DC term could also be a constant phase delay between the ports), such that

\[
RF = \pi \frac{V_b + V \sin(2\pi \nu_0 t + \theta)}{V_x} = \alpha + \beta \cdot \sin(\nu_0 t + \theta)
\]

where \( V_b \) is the bias voltage, \( V \) is the modulation voltage, \( V_x \) is the voltage applied to achieve a \( \pi \) phase shift and \( \nu_0 \) is the RF driving frequency (we omit the \( 2\pi \) constant in the harmonic on the right side of Eq. 23 for brevity). The signal is more conveniently parametrized by \( \alpha \) and \( \beta \).

First we look at the optical field arriving to the DUT after passing the MZM in the bar port

\[
U(t) = \frac{\sqrt{T_0}}{2} e^{j\Omega_0 t} \cdot (e^{j\alpha} e^{j\beta \sin(\nu_0 t)} - 1) \approx \frac{\sqrt{T_0}}{2} e^{j\Omega_0 t} \cdot (e^{j\alpha} [1 + j\beta \cdot \sin(\nu_0 t)] - 1)
\]

\[
= \frac{\sqrt{T_0}}{2} e^{j\Omega_0 t} \cdot (e^{j\alpha} \cdot \left[ 1 + \frac{\beta}{2} \cdot (e^{j\nu_0 t} - e^{-j\nu_0 t}) \right] - 1)
\]

under the approximation that the modulation depth is small \( \beta \ll 1 \) (i.e. \( e^{jx} \approx 1 + jx + O(x^2) \))

\[
U(t) = \frac{\sqrt{T_0}}{2} e^{j\Omega_0 t} e^{j\alpha} \cdot \left( 1 - e^{-j\alpha} + \frac{\beta}{2} \cdot (e^{j\nu_0 t} - e^{-j\nu_0 t}) \right)
\]
(We can also derive an exact development for the MZM amplitude modulation of the optical carrier with the use of the identity of Jacobi-Anger:

\[ e^{j A \sin(\omega_m t)} = \sum_{n=-\infty}^{\infty} J_n(A) \cdot e^{j n \omega_m t}, \quad n \in \mathbb{N} \]  

(26)

where \( J_n(A) \) is the n-th j-Bessel function at A value. This demonstrates that there is an entire comb spectrum generated with power distribution dependent on A. The precise expression appears in the appendix to this chapter.)

After performing Fourier transform to the optical signal at the MZM output

\[ \tilde{U}(\omega) = \int_{-\infty}^{\infty} U(t) e^{-j\omega t} dt = \sqrt{\frac{\pi}{2}} e^{j\alpha} \left[ (1 - e^{-j\alpha}) \delta(\Omega_0 - \omega) + \frac{\beta}{2} \delta(\Omega_0 + \nu_0 - \omega) - \frac{\beta}{2} \delta(\Omega_0 - \nu_0 - \omega) \right] \]

(27)

This last expression shows three harmonics: the optical carrier \( \Omega_0 \), and the modulation sidetones \( \Omega_0 \pm \nu_0 \) see Fig. 5.

The DUT transfer function in the Fourier domain \( H_{DUT}(\omega) = B(\omega) e^{j\phi(\omega)} \) where \( B(\omega) \) represents the amplitude response and \( \phi(\omega) \) represents the phase response as a function of frequency.

\[ Y(\omega) = \tilde{U}(\omega) \cdot H_{DUT}(\omega) \]  

(28)

\[ Y(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{U}(\omega) \cdot B(\omega) e^{j\phi(\omega)} \cdot e^{j\omega t} d\omega \]

(29)

\[ Y(t) = \sqrt{\frac{\pi}{2}} e^{j\alpha} \left[ B(\Omega_0) e^{j\phi(\Omega_0)} + \frac{\beta}{2} \left[ B(\Omega_0 + \nu_0) e^{j\phi(\Omega_0 + \nu_0)} + j\nu_0 t - B(\Omega_0 - \nu_0) e^{j\phi(\Omega_0 - \nu_0)} - j\nu_0 t \right] \right] \]

(30)

Since \( \nu_0 \ll \Omega_0 \), we shall make the following approximations:

1. the typical assumption is that the attenuation experienced by the three tones is identical.

\[ \Rightarrow B(\Omega_0 \pm \nu_0) \approx B(\Omega_0) \]
2. the phase is developed using Taylor series for the DUT response, assumption being that the phase can be expressed as a Taylor expansion about carrier frequency

\[ \Rightarrow \phi(\Omega_0 \pm \nu_0) \cong \phi(\Omega_0) \pm \frac{\partial \phi}{\partial \Omega} |_{\Omega_0} \nu_0 + \frac{1}{2} \frac{\partial^2 \phi}{\partial \Omega^2} |_{\Omega_0} \nu_0^2 + ... = \phi(\Omega_0) \pm \dot{\phi} \cdot \nu_0 + \ddot{\phi} \cdot \nu_0^2 + ... \]

\[ Y(t) = \frac{\sqrt{P_0}}{2} B(\Omega_0) e^{j\phi(\Omega_0)} e^{j\Omega_0 t} e^{j \alpha} \left[ (1 - e^{-j\alpha}) + \frac{\beta}{2} e^{j\left(\dot{\phi} \cdot \nu_0 + \frac{1}{2} \ddot{\phi} \cdot \nu_0^2\right) + j\nu_0 t} - e^{-j\left(-\dot{\phi} \cdot \nu_0 + \frac{1}{2} \ddot{\phi} \cdot \nu_0^2\right) - j\nu_0 t} \right] \]

(31)

\[ Y(t) = \frac{\sqrt{P_0}}{2} B(\Omega_0) e^{j\phi(\Omega_0)} e^{j\Omega_0 t} e^{j \alpha} \left[ (1 - e^{-j\alpha}) + \frac{\beta}{2} e^{j\left(\dot{\phi} \cdot \nu_0 + \frac{1}{2} \ddot{\phi} \cdot \nu_0^2\right) + j\nu_0 t} - \frac{\beta}{2} e^{j\left(-\dot{\phi} \cdot \nu_0 + \frac{1}{2} \ddot{\phi} \cdot \nu_0^2\right) - j\nu_0 t} \right] \]

(32)

The optical output of the MZM AM modulator can be seen in Fig. 5.

\[ P(t) = Y(t) \cdot Y^*(t) = \frac{P_0}{4} B(\Omega_0)^2 \cdot \left[ 2(1 - \cos(\alpha)) + \frac{\beta^2}{2} \right] + 4\beta \sin\left(\frac{\alpha}{2}\right) \cos\left(\frac{\dot{\phi} \cdot \nu_0^2}{2} + \frac{\alpha}{2}\right) \cdot \sin\left(\nu_0(\dot{\phi} + t)\right) - \frac{\beta^2}{2} \cdot \cos\left(2\nu_0(\dot{\phi} + t)\right) \]

(33)
Figure 5: Schematic of MPS optical frequency domain signals
(a) optical output of laser: optical carrier $\Omega_0$. (b) optical output of optical modulator: optical carrier $\Omega_0$ with two RF sidetones $\Omega_0 \pm \nu_0$. Each sidetone is separated from the optical carrier by the RF modulating frequency $\nu_0$.

Figure 6: Schematic of MPS electrical frequency domain signals
(a) electrical output of detector beat term (DC, $\nu_0$ and $2\nu_0$). (b) RF mixer output $\nu_0$ signal shifted to DC and $2\nu_0$, DC signal shifted to $\nu_0$ and $2\nu_0$ signal shifted to $\nu_0$ and $3\nu_0$. (c) Low pass filter output filters all the harmonics above DC.

The generated photocurrent at the detector will have a DC beat term, an harmonic beat term between the sideband and the carrier and an harmonic beat term between the sidebands proportional to $\dot{\phi}$ see Fig. 6. Usually the case of small modulation is considered $\beta \ll 1$, then the corresponding AC term with the $2\nu_0$ harmonics can be neglected and our desired signal remains hidden in the $\nu_0$ harmonics - $\sin((\nu_0(\dot{\phi} + t)) [14]$. The term being measured is the phase shift of the first harmonics $\nu_0$. This term can be demodulated by a RF mixer. The demodulated signal is passed through a low-pass filter, resulting in the signal proportional to $\sin(\nu_0\dot{\phi})$. By sweeping the laser across the entire spectrum of interest, the first phase differential can be extracted for every central frequency $\Omega_0$. The chromatic dispersion term is a derivative of this function.

We should be aware of a possible fading of the modulated frequency current $\nu_0$ due to the cosine term involving the dispersion $\ddot{\phi}$, moreover there is also another term which can cause signal fading, $\alpha$, it is another degree of freedom which is related to the MZM bias voltage setting. However, we are interested in the measurement of the electrical phase shift and since this dispersion related term only introduces amplitude fading of the desired signal, so usually it is omitted when deriving the operation principle of the MPS technique. We need to emphasize that this amplitude fading is the basic principle behind the Baseband AM response which will be described later on.

The measurement itself is the electrical phase shift $\theta = 2\pi\nu_0\dot{\phi} = 2\pi\nu_0\tau_g$ which can be recovered from any electrical phase detector instrument. The minimum limit is the phase resolution limit of the instrument itself. Usually vector network analyzer and vector voltmeter have a resolution of 0.1 degrees, state of the art vector network analyzer can achieve a resolution of 0.01 degrees. The
maximum allowable measurable phase without ambiguity is \( \theta = \pm \pi \). In case of a measurement beyond this limit there will be an alias error, and therefore a wrong measurement of the group delay. In practice, the wavelength is stepped or swept over a small wavelength interval and the corresponding change in the group delay \( \Delta \tau_g \) [18] is calculated from the measured change in phase according to

\[
\Delta \tau_g = \frac{\Delta \theta}{360 \nu_0}
\]  

(34)

where \( \Delta \theta \) is the phase change in degrees produced by a small wavelength step and \( \nu_0 \) is the modulating frequency in Hz. We need to remember that the attribute called dispersion is defined by

\[
D = \frac{\Delta \tau_g}{\Delta \lambda}
\]  

(35)

where \( \Delta \tau_g \) is the change in group delay in seconds corresponding to a change in wavelength \( \Delta \lambda \) in meters. We can combine this last two equations and find that

\[
\Delta \theta = 360 \cdot D \cdot \nu_0 \cdot \Delta \lambda
\]  

(36)

this shows that the amount of phase change measured in response to a wavelength step is the product of device dispersion, modulation frequency and wavelength step.

From this result we can deduce the benefits and limitations of the MPS method. When the amount of spectral change is small, large RF frequencies are necessary in order to get meaningful signals. However, the approximation that the phase experienced by the sidebands varies linearly across a small bandwidth of \( 2\nu_0 \) loses its validity. Also, the necessary RF components necessary for measurement become more challenging as the frequency \( \nu_0 \) increases. At large spectral variations small RF frequencies are used, but at the expense of sensitivity [19].

For the technique to function properly, the sidetones must have the same amplitude, and the change in delay (or phase) must be accurately measured to obtain the dispersion. The measurement accuracy of the MPS method depends on the spacing of the modulation sidebands with respect to the actual group delay variations see Fig. 7. This is due to the fact that the measured group delay is essentially an average of the group delay at two wavelengths separated by twice the modulation frequency.

![Figure 7: Modulation frequency selection for the measurement of group delay ripple (adopted from [18])]()  
To achieve a high-resolution measurement of group delay ripple, the modulation frequency should be low enough that the modulation sidebands ride up and down the group delay ripple as a pair.
For components such as microresonators and fiber Bragg grating in which the group delay fluctuation is large in the bandwidth of the optical signal, higher spectral resolution is required [19]. Resolution of fine group delay ripple is improved by reducing the modulation frequency, but at the expense of sensitivity. In devices which have relatively small change in group delay sensitivity improvement will be reached by increasing the modulation frequency. Ultimately, the device under test features will determine the desired modulation frequency.

There have suggested several improvements to the MPS method all of which will be described in details later. One technique is based on the amplitude fading due to dispersion-length product which causes the two intensity sidebands to be in counter phase thereby producing a zero in the amplitude of the $\nu_0$ signal [20]. Another technique utilized complex modulation to excite only a single sideband (SSB) and used the beat term at the fundamental frequency $\nu_0$ [21]. Another technique utilized two measurements at different frequencies $\nu_1$ and $\nu_2$, using the MPS method [22]. Scaling the two measurements by weighting functions improved the MPS group delay measurement beyond the limit normally imposed by the phase noise of the measurement system. Another technique which uses a fixed sideband and a moving sideband to measure the group delay (phase change) due to the moving sideband [23]. Another technique using two single-sideband tones [24].

### 2.4 Measuring dispersion using Baseband AM response method

Chromatic dispersion changes the relative phase of sidebands of modulated signals. In case of a simple intensity modulation chromatic dispersion can convert amplitude modulation (AM) to frequency modulation (FM). The term being measured is the amplitude of the first harmonics $\nu_0$ which can be used in order to measure the chromatic dispersion coefficient at the operating wavelength with high resolution. The high resolution is achieved due to a characteristic shape of the Baseband AM response. The concept of these measurement is rather simple: a tunable laser with narrow spectral width is tuned to the wavelength at which dispersion is to be measured. The light is intensity modulated by a lithium niobate MZM modulator. As the RF modulated frequency is swept, the Baseband AM response exhibits a series of nulls [20]. This measurement is done in the frequency domain using a standard lightwave component analyzer.

The nulls occurs whenever the dispersion-length product causes the two intensity sidebands to be in counter phase thereby producing a zero in the amplitude of the signal from the photodiode at the RF modulated frequency (see Fig. 8). The null frequencies $\nu_0$ in GHz are predicted by

$$\nu_0 = \sqrt{\frac{500 \cdot c \cdot (1 + 2N)}{D \cdot L \cdot \lambda_0^2}} \quad (37)$$

where $N = 0, 1, 2...$ is the index of the null, $c$ is the speed of light in vacuum in m/sec, $D$ is the chromatic dispersion coefficient in psec/nm-km, $L$ is the fiber length in km, $\lambda_0$ is the wavelength in nm. This method is most applicable to measurement of relatively large values of dispersion, that is, well away from the zero dispersion wavelength [13].
This phenomena has crucial impact on optical millimeter-wave systems in which the mm-wave signal suffers from power severe power degradation. Therefore it was stated that simple intensity modulation format is not suited for transmitting a mm-wave signal modulating an optical carrier in the 1550nm wavelength [25]. Furthermore this measurement technique can also be used to check effects of linear chirped fiber Bragg gratings and their dispersion compensation properties [26].

2.5 Modulation Phase Shift improvement on the accuracy

There is a filtering limitation inherent in the standard MPS method. The filtering limitation occurs because the optical phase is effectively sampled at two points separated by twice the modulation frequency. This distortion can be described by taking the Fourier transform $T(s)$ of the measured group delay $\tau_{GD}(\Omega_0)$ where $\Omega_0$ is the optical frequency.

$$T(s) \equiv F[\tau_{GD}(\Omega_0)] \tag{38}$$

The Fourier transform $T(s)$ describes the magnitude of the group delay ripple components as a function of $s$, the inverse of the ripple period in optical frequency [22]. The MPS method filters the ripple components in the Fourier domain according to the "sinc" transfer function, MPS instrument function, given by [19]

$$H_1(s) = \text{sinc}\left(\frac{\pi s}{s_1}\right) \tag{39}$$

where the parameter $s$ is related to the ripple period $p$ by the relationship $s = \frac{1}{p}$, the parameter $s_1$ is related to the RF modulation frequency $\nu_1$ by the relationship $s_1 = \frac{1}{2\nu_1}$. The filtering function $H_1(s)$, for large group delay ripple $(s \ll s_1)$, attenuation by filtering is minimal, but as the ripple period decreases and approaches $\frac{1}{2\nu_0}(s \sim s_1)$ these ripple components are completely suppressed. For a ripple periods less than $\frac{1}{2\nu_0}(s > s_1)$ there can be a 180° phase reversal. This inverting effect can increase the distortion in the group delay measurement since
these components are subtracted when they should be added. Using standard signal processing concepts, this filtering distortion can be removed using deconvolution by dividing the measured data with the known filtering transfer function in the Fourier domain

$$\tau_{GD}(\Omega_0) = F^{-1}\begin{bmatrix} T_1(s) \\ H_1(s) \end{bmatrix}$$ (40)

this simple solution diverges in the cases where the denominator goes to zero. In order to avoid post processing which have been described by Genty and his colleagues [15] this problem can be resolved by performing two measurements using two different frequencies of RF modulation ($\nu_1, \nu_2$), so that there exists no ripple period for which both transfer functions become zero at the same time see Fig. 9. By an averaged weighting of the two measured responses, the effect of the filtering can be eliminated

$$\tau_{GD}(\Omega_0) = F^{-1}\left[ \frac{H_1(s)}{H_1^2(s) + H_2^2(s)} T_1(s) + \frac{H_2(s)}{H_1^2(s) + H_2^2(s)} T_2(s) \right]$$ (41)

The resulting summation would yield the original pre-filtered signal while avoiding zeroes in the denominator.

Figure 9: Transfer functions showing the filtering process inherent to the MPS method of two different RF modulation frequencies adopted from [22]

2.6 Chromatic dispersion measurement with Single Sideband method (SSB)

The SSB technique avoids amplitude fading of the desired signal as can be seen in the Baseband AM response method. It has been previously demonstrated that in intensity modulation schemes, used for fiber-radio systems, dispersion effects can be reduced by the elimination of one sideband to produce an optical single sideband (SSB). Using a dual electrode MZM modulator to produce optical SSB, while carefully selecting the working points of the electrodes and applying small modulation depth [27]. It was also demonstrated that optical filtering can achieve Optical SSB transmission [28]. A demonstration of this complex modulation applied to characterize fiber
gratings with high resolution, where it was also suggested that this technique can be applicable to any optical device [29].

The basic principle of the SSB technique is outlined in Fig. 10. An optical signal of frequency \( \Omega_0 \) is SSB modulated at RF frequency \( \nu_0 \). Assuming only a SSB is generated, the time domain electric field, \( e_{SSB}^\text{in}(t) \) at the device input, can be written as

\[
e_{SSB}^\text{in}(t) = A(\nu_0)e^{j\Omega_0 t} + C(\nu_0)e^{j(\Omega_0 \pm \nu_0) t}
\]

where \( A(\nu_0) \) and \( C(\nu_0) \) represent the complex amplitude of the optical carrier at \( \Omega_0 \) and the upper sideband at \( \Omega_0 + \nu_0 \), representing suppression of the lower sideband \( (\Omega_0 - \nu_0) \). Likewise in the lower sideband at \( \Omega_0 - \nu_0 \), representing suppression of the upper sideband \( (\Omega_0 + \nu_0) \). Notice that \( A \) and \( C \) depend on the RF response of the modulator and are thus function of \( \nu_0 \).

\[\text{Figure 10: Schematic of chromatic dispersion measurement using SSB optical modulator}\]

The time domain electric field, \( e_{SSB}^\text{out}(t) \), at the device output can be written as

\[
e_{SSB}^\text{out}(t) = A(\nu_0)B(\Omega_0)e^{j\Omega_0 t + j\Phi(\Omega_0)} + C(\nu_0)B(\Omega_0 \pm \nu_0)e^{j(\Omega_0 \pm \nu_0) t}e^{j\Phi(\Omega_0 \pm \nu_0)}
\]

The beat note of the photodetector current \( \propto [e_{SSB}^\text{out}(t)]^2 \), where '+' sign represents upper sideband and '-' sign represents lower sideband, is given by

\[
I_{RF}(t) = k B(\Omega_0)B(\Omega_0 \pm \nu_0) \cdot \cos[\pm \nu_0 t + \Phi(\Omega_0 \pm \nu_0) - \Phi(\Omega_0)]
\]

where \( k \) is a constant. Thus if the frequency \( \nu_0 \) of the RF source is swept while the optical frequency \( \Omega_0 \) is kept fixed, the photo-current will map both the optical amplitude \( B(\Omega_0 \pm \nu_0) \) and the optical phase \( \Phi(\Omega_0 \pm \nu_0) \) responses of the device. The suppressed sideband could be chosen by means of changing the quadrature point of the MZM. In Roman at el. publication from 1998 they have achieved a 13dB optical sideband suppression in between the RF frequencies of 2-18GHz.

Another SSB technique was suggested by Madsen which measures chromatic and polarization mode dispersion using phase-sensitive sideband detection for each sideband individually [21]. It is based on decomposing the fiber or DUT phase response into the sum of an even and
odd function, as any mathematical function can be described. The sidebands are not required to have the same amplitude as they are required in the MPS method. A single modulation frequency yields relative delay and quadratic dispersion. It is also claimed that doing the same measurement on orthogonal polarizations Polarization Mode Dispersion (PMD) information is obtained.

2.7 Chromatic dispersion measurement using Fixed Sideband Technique

A variation of the standard MPS method that requires no hardware change of the conventional MPS instead it is a new concept of the measurement itself. The basic principle behind this method is to adjust the modulation frequency and the optical carrier wavelength simultaneously so that one of the two sidebands remains at the same fixed wavelength while the other sideband scans part of the measurement wavelength range see Fig. 11 [23].

Since the measured phase is dependent on the position of the two sidebands and one of the sidebands remains fixed, the measured change in phase is due to the moving sideband. It is suggested that in this approach the modulation frequency remains at high frequencies in the GHz range while wavelength resolution is determined by the moving sideband. The limitation of this technique lies in the accuracy of the placement of the carrier. So theoretically given an optical source with sub-picometer wavelength resolution this technique has a potential of yielding sub picosecond and sub picometer resolution simultaneously. The sub picosecond is due to inherit limitation in the MPS method in which the measured phase, \( \phi = 2\pi \nu_0 \tau = 360 \cdot \tau \cdot \nu_0 \), with given a typical phase resolution accuracy of 0.05 degrees yields a resolution of \( 2.8 \text{ psec} @ \nu_0 = 50 \text{ MHz} \) compared to \( 0.07 \text{ psec} @ \nu_0 = 2 \text{ GHz} \).

There is also a limitation on the RF frequency which controls the moving sideband, as we have seen in the Baseband AM technique there is a series of nulls depending on the dispersion-length product. So there need to be caution with the modulation frequency and dispersion combination which will cause fading of the amplitude intensity and make the measurement meaningless.
2.8 Appendix: Jacobi-Anger expansion of amplitude modulation (AM)

We will examine the LTI signal analysis of the MPS in the most general case. In case we drive the upper arm with a voltage signal which has a DC component and an AC term (there could also be a constant phase delay between the ports) we have omitted 2\pi factor in the right side of Eq. 45 for brevity, we can return it in the end of the analysis

\[ RF = \pi \frac{V_b + V \sin(2\pi \nu_0 t)}{V_\pi} \triangleq \alpha + \beta \cdot \sin(\nu_0 t) \]  

(45)

where \( V_b \) is the bias voltage, \( V \) is the modulation voltage, \( V_\pi \) is the voltage applied to achieve a \( \pi \) phase shift and \( \nu_0 \) is the RF driving frequency. The signal is more conveniently parametrized by \( \alpha \) and \( \beta \).

First we look at the optical field arriving to the DUT after passing the MZM in the bar port with the use of Jacobi-Anger identity. This demonstrates that there is an entire comb spectrum generated with distributed powers dependent on \( J_n(\beta) \), n-th order Bessel function of the first kind evaluated at \( \beta \).

\[ U(t) = \frac{\sqrt{P_0}}{2} e^{j\Omega_0 t} \cdot \left( e^{j\alpha} \cdot e^{j\beta \sin(\nu_0 t)} - 1 \right) = \frac{\sqrt{P_0}}{2} e^{j\Omega_0 t} \cdot \left( e^{j\alpha} \cdot \sum_{n=-\infty}^{\infty} J_n(\beta) \cdot e^{jn\nu_0 t} - 1 \right), \ n \in \mathbb{N} \]  

(46)

Using standard assumptions about constant spectral amplitude and spectral phase expansion by a Taylor series.

\[ Y(t) = \frac{\sqrt{P_0}}{2} \cdot B(\Omega_0) \cdot e^{j\phi(\Omega_0)} e^{j\Omega_0 t} \cdot \left[ e^{j\alpha} \cdot \sum_{n=-\infty}^{\infty} J_n(\beta) \cdot e^{j(n\nu_0 \phi + \frac{n^2 \nu_0^2}{2})} \cdot e^{jn\nu_0 t} - 1 \right] \]  

(47)

i.e., each harmonic term is scaled and acquires spectral phase.

The expression of the photocurrent

\[ P(t) = Y(t) \cdot Y^*(t) = \frac{P_0}{2} \cdot B(\Omega_0)^2 \cdot \left[ e^{j\alpha} \cdot \sum_{n=-\infty}^{\infty} J_n(\beta) \cdot e^{j(n\nu_0 \phi + \frac{n^2 \nu_0^2}{2})} \cdot e^{jn\nu_0 t} - 1 \right] \]

\[ \cdot \left[ e^{-j\alpha} \cdot \sum_{m=-\infty}^{\infty} J_m(\beta) \cdot e^{-j(m\nu_0 \phi + \frac{m^2 \nu_0^2}{2})} \cdot e^{-jm\nu_0 t} - 1 \right] \]

\[ = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} J_n(\beta) J_m(\beta) \cdot e^{j(\phi(n-m)\nu_0 + \frac{(n^2-m^2)\nu_0^2}{2})} \cdot e^{j(n-m)\nu_0 t} - e^{j\alpha} \cdot \sum_{n=-\infty}^{\infty} J_n(\beta) \cdot e^{j(n\nu_0 \phi + \frac{n^2 \nu_0^2}{2})} \cdot e^{jn\nu_0 t} \right\} \]
\[-e^{-j\alpha} \cdot \sum_{m=-\infty}^{\infty} J_m(\beta) \cdot e^{-j(m\nu_0 + \frac{m^2\nu_0^2}{2})} \cdot e^{-jm\nu_0 t} + 1 \] \quad (48)

in order to emphasize the harmonics we define an index change \( k = n - m \Rightarrow m = n - k \)

\[n^2 - m^2 = (n - m)(n + m) = k \cdot (2n - k)\]

also for the stand alone harmonics we can substitute \( n, m = k \)

\[P(t) = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta)J_{n-k}(\beta) \cdot e^{j\nu_0(\varphi + t)} \cdot e^{j\frac{\nu_0(2n-k)^2}{2}} \right\}
\[\left\{ \sum_{k=-\infty}^{\infty} J_k(\beta) \cdot e^{j\nu_0(\varphi + t)} \cdot e^{j\frac{\nu_0^2}{2}} \right\} \quad (49)\]

We can split each infinite sum into two equal weight terms, in the second term we change the index from positive to negative sign, i.e. \( k \rightarrow -k \). Due to the symmetric and anti-symmetric characteristic of the Bessel J-th functions the photocurrent can be represented in the equivalent form

\[P(t) = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta)J_{n-k}(\beta) \cdot \begin{bmatrix} \cos(k\nu_0(\varphi + t)) \cos\left(\frac{\nu_0(2n-k)^2}{2}\right) \\ -\sin(k\nu_0(\varphi + t)) \sin\left(\frac{\nu_0(2n-k)^2}{2}\right) \end{bmatrix} \right\}
\[\left\{ -2 \sum_{k=-\infty}^{\infty} J_k(\beta) \begin{bmatrix} \cos(\nu_0(\varphi + t)) \cos\left(\alpha + \frac{\nu_0^2}{2}(2n-k)^2\right) \\ -\sin(\nu_0(\varphi + t)) \sin\left(\alpha + \frac{\nu_0^2}{2}(2n-k)^2\right) \end{bmatrix} \right\} + 1 \quad (50)\]

where \([\ldots]_k\) formalism is introduced to denote that top element is chosen if \( k \) is even and bottom if \( k \) is odd.

Let's look at DC response \( k=0 \):

\[\tilde{P}_0 = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} J_n(\beta)^2 - 2J_n(\beta) \cdot \cos(\alpha) + 1 \right\} \quad \text{dc response} \]

Response at first harmonic \( k = \pm 1 \):

\[\tilde{P}_1 = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ 4J_1(\beta) \sin\left(\nu_0(\varphi + t)\right) \sin\left[\frac{\nu_0^2}{2} + \alpha\right] \right\}
\[\left\{ -2 \sum_{n=-\infty}^{\infty} J_n(\beta)J_{n-1}(\beta) \sin\left(\nu_0(\varphi + t)\right) \sin\left[\frac{\nu_0^2}{2}(2n-1)\right] \right\}\]

Response at first harmonic \( k = \pm 2 \):
\[
\hat{P}_2 = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ 2 \sum_{n=\infty}^{\infty} J_n(\beta) J_{n-2}(\beta) \cos \left[ 2\nu_0 (\phi + t) \right] \cos \left[ \phi (2n - 2) \nu_0^2 \right] \right. \\
\left. - 4J_2(\beta) \cos \left[ 2\nu_0 (\phi + t) \right] \cos \left[ \phi 2\nu_0^2 + \alpha \right] \right\}
\]

Now we will gather all the contributions to dc response, first and second harmonics \( \nu_0 \) while considering the lower index cases contributions \( n \in [-4, 4] \quad k \in [-1, 1] \)

\[
P(t) = \frac{P_0}{4} B(\Omega_0)^2 \cdot \left[ J_0(\beta)^2 + 2J_1(\beta)^2 + 2J_2(\beta)^2 - 2J_0(\beta) \cos(\alpha) + 1 \right] \\
+ \left[ 4J_1(\beta) \left\{ J_0(\beta) \cos \left[ \frac{\nu_0^2 \phi}{2} + \alpha \right] - J_0(\beta) \sin \left[ \frac{\nu_0^2 \phi}{2} \right] \right\} - 4J_1(\beta)J_2(\beta) \sin \left[ \frac{3\nu_0^2 \phi}{2} \right] - 4J_2(\beta)J_4(\beta) \sin \left[ \frac{5\nu_0^2 \phi}{2} \right] \right] \\
\cdot \sin[\nu_0(\phi + t)]
\]

phase shift of first harmonics \( \nu_0 \)

\[
\left[ 4J_2(\beta) \left\{ J_0(\beta) \cos \left[ \frac{\nu_0^2 \phi}{2} + \alpha \right] - 2J_1(\beta)^2 + 4J_1(\beta)J_3(\beta) \cos \left[ \frac{8\nu_0^2 \phi}{2} \right] \right\} + 4J_2(\beta)J_4(\beta) \cos \left[ \frac{12\nu_0^2 \phi}{2} \right] \right] \cdot \cos[2\nu_0(\phi + t)]
\]

amplitude of second harmonics \( \nu_0 \)

We should note that increasing \( \beta \), arises a broader spectrum of \( \nu_0 \) harmonics which need to be taken into account in this summation. Thus effecting the amplitude of first \( \nu_0 \) harmonic terms and effect the dc response contributions i.e. \( 2 \sum_{n=\infty}^{\infty} J_n(\beta)^2 \).

Now we can return the \( 2\pi \) constant to the analysis of the photocurrent \( (\nu_0 \rightarrow 2\pi \nu_0) \).

Each of the amplitude responses needs to be carefully estimated depending on the RF modulating frequency \( \nu_0 \). In order to see whether they could be neglected or needed to be taken into account.

If we will consider the case that the RF modulating frequency is far away from the RF fading dip typically found in the AM Baseband method. Then we could estimate the following expressions as following \( \sin \left[ \frac{m\nu_0^2 \phi}{2} \right] \sim 0 \) and \( \cos \left[ \frac{m\nu_0^2 \phi}{2} \right] \sim 1 \).

We can rewrite this last expression according to the following identity of cosine and sine functions

\[
\cos[\alpha \pm \beta] = [\cos \alpha \cos \beta \mp \sin \alpha \sin \beta]  \\
\sin[\alpha \pm \beta] = [\sin \alpha \cos \beta \pm \cos \alpha \sin \beta]
\]
Finally, under the assumption about the driving RF frequency is far from RF fading dip

\[
P(t) = \frac{C}{4} B(\Omega_0)^2 \cdot \left[ J_0(\beta)^2 + 2J_1(\beta)^2 + 2J_2(\beta)^2 - 2J_0(\beta)\cos(\alpha) + 1 \right] + \frac{4J_1(\beta)\sin[\alpha]}{\beta} \cdot \sin[\nu_0(\hat{\phi} + t)]
\]

amplitude of first harmonics \(\nu_0\) phase shift of first harmonics \(\nu_0\)

\[
+ \left[ 4J_2(\beta) \left\{ J_0(\beta) - \cos[\alpha] \right\} - 2J_1(\beta)^2 + 4J_1(\beta)J_3(\beta) + 4J_2(\beta)J_4(\beta) \right] \cdot \cos[2\nu_0(\hat{\phi} + t)]
\]

amplitude of second harmonics \(\nu_0\) phase shift of second harmonics \(\nu_0\)

(52)

In order to examine the validation of the small signal approximation, we need to check the J.A. expansion under the approximation that the RF modulation index is small, i.e. \(\beta \ll 1\). The Bessel function approximation for small values of \(x\) is

\[J_n(x) \rightarrow 0 \quad \text{as} \quad x \rightarrow 0 \sim \frac{1}{2^n n!} x^n.\]

Up to the 4th order the Bessel functions approximations are

\[J_0(x) \sim 1, \quad J_1(x) \sim \frac{x}{2}, \quad J_2(x) \sim \frac{x^2}{8}, \quad J_3(x) \sim \frac{x^3}{16}, \quad J_4(x) \sim \frac{x^4}{384}.\]

Therefore we can rewrite the photocurrent

\[
P(t) = \frac{C}{4} B(\Omega_0)^2 \cdot \left[ 1 + 2 \cdot \left( \frac{\beta}{2} \right)^2 + 2 \cdot \left( \frac{\beta^2}{8} \right)^2 - 2 \cdot \cos(\alpha) + 1 \right] + \frac{4 \cdot \beta \cdot \sin[\alpha]}{\beta} \cdot \sin[\nu_0(\hat{\phi} + t)]
\]

amplitude of first harmonics \(\nu_0\) phase shift of first harmonics \(\nu_0\)

\[
+ \left[ 4 \cdot \frac{\beta^2}{8} \cdot \{ 1 - \cos[\alpha] \} - 2 \cdot \left( \frac{\beta}{2} \right)^2 + 4 \cdot \frac{\beta^2}{2} \cdot \frac{\beta^3}{48} + 4 \cdot \frac{\beta^2}{8} \cdot \frac{\beta^4}{384} \right] \cdot \cos[2\nu_0(\hat{\phi} + t)]
\]

amplitude of second harmonics \(\nu_0\) phase shift of second harmonics \(\nu_0\)

(53)

we will keep all the \(\beta\) power up to the 2nd order, hence

\[
P(t) = \frac{C}{4} B(\Omega_0)^2 \cdot \left[ 2[1 - \cos(\alpha)] + \frac{\beta^2}{2} + \frac{2 \cdot \beta \cdot \sin[\alpha]}{\beta} \cdot \sin[\nu_0(\hat{\phi} + t)] \right]
\]

amplitude of first harmonics \(\nu_0\) phase shift of first harmonics \(\nu_0\)

\[
- \frac{\beta^2}{2} \cdot \cos[\alpha] \cdot \cos[2\nu_0(\hat{\phi} + t)]
\]

amplitude of second harmonics \(\nu_0\) phase shift of second harmonics \(\nu_0\)

(54)
Now we will rearrange the photocurrent expression of the small signal approximation (this is Eq. 33 again), in order to notice the difference in between these expressions.

\[
P(t) = \frac{P_0}{4} B(\Omega_0)^2 \left[ 2(1 - \cos(\alpha)) + \frac{\beta^2}{2} + 4\beta \sin(\frac{\alpha}{2}) \cos \left( \frac{\nu_0}{2} + \frac{\alpha}{2} \right) \cdot \sin \left( \nu_0(\dot{\phi} + t) \right) \right]
\]

- \( \frac{\beta^2}{2} \cdot \cos \left( 2\nu_0(\dot{\phi} + t) \right) \) 

\[
= \frac{\beta^2}{2} \cdot \cos \left( 2\nu_0(\dot{\phi} + t) \right) \]

(55)

standard assumption the driving RF frequency is far from RF fading dip \((\nu_0^2 \ddot{\phi} \ll 1)\). We can rewrite the photocurrent of the small signal approximation after trigonometric manipulation

\[
P(t) = \frac{P_0}{4} B(\Omega_0)^2 \left[ 2(1 - \cos(\alpha)) + \frac{\beta^2}{2} + 2\beta \sin(\alpha) \cos \left( \frac{\nu_0}{2} + \frac{\alpha}{2} \right) \cdot \sin \left( \nu_0(\dot{\phi} + t) \right) \right]
\]

- \( \frac{\beta^2}{2} \cdot \cos \left( 2\nu_0(\dot{\phi} + t) \right) \) 

\[
= \frac{\beta^2}{2} \cdot \cos \left( 2\nu_0(\dot{\phi} + t) \right) \]

(56)

From comparison of the J.A expansion and the small signal expansion there is a small correction in the amplitude of the 2nd harmonics \(2\nu_0\) depending on the chosen working point of the MZM modulator, i.e. factor of \(\cos(\alpha)\).
3 Modulated Phase Shift method revisited

Our apparatus expands on the well known Modulation Phase Shift (MPS) measurement technique by introducing an additional slow frequency component whose variations are tracked with a Lock-In Amplifier (LIA). The apparatus combines optical frequencies $\Omega_0$ (THz) to be measured, with RF frequencies $\nu_0$ (MHz-GHz) for differential optical phase accumulation, and audio frequencies $f_0$ (KHz) for feedback tracking and data extraction with the use of the LIA. The apparatus is depicted in Fig. 12.

In our approach we directly measure the Group Delay (GD) as in the standard MPS technique, as a function of optical wavelength by laser stepping over a desired wavelength range. In contrast to the MPS technique, we measure the RF phase accumulation with an harmonic term oscillatory at an audio frequency, instead of comparing phases of either RF frequency or down converting to DC. The measured phase term still depends on the phase delay experienced by the RF tones. The introduction of a lock-in amplifier to the apparatus enables us to extract the audio frequency with high resolution in comparison with RF phase comparator; in comparison with DC measurements we avoid $1/f$ noise. Furthermore, we avoid the $2\pi$ phase ambiguity while measuring phase by a feedback loop. Its simplicity should make it a viable alternative to competing commercial products, while improving on their performance by the use of clever signal processing techniques.

As we can see in the apparatus shown in Fig. 12 there are two possibilities for the RF demodulation signal $\nu_0$ or $2\nu_0$ (the $2\nu_0$ demodulation option is marked in purple). The RF demodulation signal frequency depending on the presence of a RF x2 frequency doubler in the processing circuit.

![Figure 12: Schematic of revised MPS method, introducing audio dither to the RF drive, RF x2 frequency doubler (optional) and Lock In Amplifier. Inset: measured audio signal component as function of DC bias phase.](image)

The RF signal driving the optical modulator is first phase modulated by the low frequency signal see Fig. 13. Signal analysis of the system (see section 3.1 small signal analysis; see appendix for full analysis) demonstrates that this phase information is preserved in the E/O/E conversion (through the optical modulator see Fig. 14), in transport (through the DUT), and upon detection.
of the beat term see Fig. 15(a). The E/O conversion actually multiplies the optical field which have sampled the DUT with its complex conjugate. The contribution to the DC beat term arises from each optical tone multiplied by its complex conjugate tone. The contribution to the \( \nu_0 \) beat term arises from beating in between the optical carrier and each of the RF sidetones, this actually combines two different phasors and averages them. While the contribution to the 2\( \nu_0 \) beat term arises from the beating in between the two RF sidetones. Therefore the beat term contains a few arguments: DC and harmonic terms (\( \nu_0, 2\nu_0 \), etc). Since the information is preserved in each of the harmonic terms we can choose to demodulate it with either \( \nu_0 \) harmonic or 2\( \nu_0 \) harmonic. From here the case of \( \nu_0 \) harmonics demodulation will be referred as MPS with Audio see Fig. 15(b), and the case of 2\( \nu_0 \) harmonics demodulation will be referred as 2nd order MPS with Audio see Fig. 15(d).

\[
\cos[\nu_0(t + \dot{\phi}) + \gamma] \cdot \sin([f(\dot{\phi} + t)], \text{ where } \gamma + \psi \cdot \sin(f_0 t) \text{ is the slow phase modulation, } \psi \text{ is the modulation depth, } \gamma \text{ is our controllable phase bias (shown in Fig. 12), and } f_0 \text{ is the low frequency signal. This beat term is subsequently demodulated and fed to the LIA together with the reference } f_0 \text{ signal. The LIA then tracks the oscillatory signal component } f_0, \text{ which is given by: } \sin[\nu_0 \dot{\phi} + \gamma] \cdot \sin([f(\dot{\phi} + t)]. \text{ The introduction of a LIA allows us to obtain very high accuracy in measuring the amplitude and phase of the signal. The sine function, is ambiguous for extracting its argument; hence we continuously null the amplitude by a feedback loop on the DC bias } \gamma \text{ (see inset in Fig. 12 showing amplitude as function of } \gamma, \text{ with amplitude null at unique bias angle). Control circuits operate best when locking onto a null point, and the oscillatory signal provides a remainder signal for identification. This also prevents the ambiguity due to phase wrap. In practice, the laser wavelength is stepped a small wavelength interval, and the DC bias is swept to null the audio tone component, from which GD is extracted. The GD is recorded at every optical carrier frequency, and can be used to find the distortions by}.

Figure 13: Schematic of electrical phase modulator output
RF carrier frequency \( \nu_0 \) surrounded with a slow harmonic frequency component \( \pm \nu_0 \).

Figure 14: Schematic of 2nd order MPS with Audio optical signal
(a) laser optical output (b) optical modulator output: each of the RF sidetones \( \pm \nu_0 \) is surrounded with the audio frequency component \( \pm f_0 \).
Figure 15: Schematic of modified MPS electrical signal processing
(a) optical detector electrical output  (b) MPS with Audio RF mixer output (down converting with \( \nu_0 \) demodulation)  (c) MPS with Audio low pass filter output  (d) 2nd order MPS with Audio RF mixer output (down converting with \( 2\nu_0 \) demodulation)  (e) 2nd order MPS with Audio low pass filter output.

In contrast to conventional MPS, in 2nd order MPS with Audio, we choose to extract the measured phase from the \( 2\nu_0 \) frequency (avoiding RF fading problems) which carries the slow phase information, which has been doubled in magnitude, not frequency. Beat term now proportional to \( \sin[2\nu_0(t + \dot{\phi}) + 2\gamma] \cdot \sin[(f_0 + t)] \), where \( \gamma + \psi \cdot \sin(f_0 t) \) is the slow phase modulation, \( \psi \) is the modulation depth, \( \gamma \) is our controllable phase bias (shown in Fig. 12), and \( f_0 \) is the low frequency signal. This beat term is subsequently demodulated and fed to the LIA together with the reference \( f_0 \) signal. The LIA then tracks the oscillatory signal component \( f_0 \), which is given by: \( \cos[2\nu_0\phi + 2\gamma] \cdot \sin[(\phi + t)] \), while the amplitude dependence in between MPS with Audio and 2nd order MPS with Audio has been doubled in magnitude, not frequency. The cosine function, is also ambiguous for extracting its argument; hence we continuously null the amplitude by a feedback loop on the DC bias \( \gamma \) (see inset in 12 showing amplitude as function of \( \gamma \), with amplitude null at unique bias angle). This again prevents the ambiguity due to phase wrap.

Several parameters can be optimized for each measurement: The frequency offset \( \nu_0 \), which should be fine for accurate measurements of rapidly varying devices [30], the RF phase offset \( \gamma \) to set either the sine or cosine function at an appropriate bias point (in order to avoid the phase measurement ambiguity problem), the modulation depth \( \psi \), and the bias point of the MZM modulator, to control power transfer to tones. The phase modulation slow oscillator signal can also include a DC term \( \delta \) (not shown in figure) together with the oscillatory component \( \dot{\theta} = \psi \cdot \sin(f_0 t + \delta) \), as a less sensitive measurement to the GD, due to the slow varying frequency \( f_0 \) which is several scales beneath the RF driving frequency, which can be used to eliminate the phase wrap.
Our MPS measurement technique (see 12) can measure phase (and directly GD) unambiguously within $(0, \pi)$ (and analogously, within $(0, 1/4\nu_0)$ for 2nd order MPS with Audio or $(0, 1/2\nu_0)$ in the case of MPS with Audio), and not within $(-\pi, \pi)$ as we demodulate with an in-band mixer (losing the quadrature information). Phase measurement ambiguity is avoided, provided $\Delta\lambda$ small enough, when the condition $\Delta\lambda < 1/(4\nu_0D)$ is satisfied ($\Delta\lambda < 1/(2\nu_0D)$ in the case of MPS with Audio). Satisfying the condition ensures that two consecutive measurements will fall in the range of $(0, \pi)$, which avoids phase wrap errors in between two measurements. Furthermore, in case of a measurement near the ambiguity region (i.e. phase measurement near $0$ or $\pi$), the measured phase can be shifted using an appropriate phase offset $\gamma$. By continuously tracking the GD as the laser is stepped, the uncertainty due to the cosinoidal (sinusoidal) mapping of the output interference is also eliminated.

The LIA will lock to the oscillatory component $\sin(f_0t + \delta)$ and extract its amplitude, while sweeping the fixed phase bias $\gamma$ (through a feedback loop) in order to locate the fixed phase bias minima point $\gamma_{\text{min}}$. We have chosen to work around a minima point rather than maxima point from a few reasons. The maxima point location is harder to find, then a minima point location, through a control circuit approach. Furthermore the maxima environment is relatively slowly changing while the minima point changes rapidly. Moreover next to the minima environment we will have higher dynamic range due to the introduction of the LIA which can detect very weak signals (from 1 Volt down to 1 nVolt). The difference in between the two demodulation options is the amplitude dependence of the oscillatory component $\sin([f(t + \phi) + \delta]$. We will now regard these two optional demodulation signals noting the differences in between them. The amplitude dependence in between MPS with Audio and 2nd order MPS with Audio has been doubled in magnitude, not frequency. While the sine term in MPS with Audio has changed from a sine term to a cosine term in the 2nd order MPS with Audio.

\[
\text{MPS with Audio: } \sin(\nu_0\dot{\phi} + \gamma) \\
\text{2nd order MPS with Audio: } \cos(2\nu_0\dot{\phi} + 2\gamma) \cdot \sin[f_0(t + \phi) + \delta] \tag{57}
\]

In the following simplified signal analysis subsections we will present the calculations and approximations supporting this simple and most meaningful result.

### 3.1 Simplified signal analysis

In this section we will present the signal analysis that demonstrates this phase information is preserved in the E/O conversion (through the optical modulator), in transport (through the DUT), and upon detection of the beat term. The MPS with Audio and 2nd order MPS with Audio signal analysis is the same up to the E/O conversion. However the RF demodulation signal analysis varies in between them, so we will present subsections supporting each separate signal processing scheme.

Our technique involves the use of a modulated subcarrier signal added to the optical carrier frequency at the phase modulator. When this signal is propagated through dispersive media, or Device Under Test (DUT), the dispersion induces a relative optical phase delay between the
sub-carrier sidebands. This effect is well known and is responsible for the fading experienced in double sideband subcarrier signals when direct detection is employed. Signal processing analysis can help us understand where the information is carried in our system.

We utilize a continuous wave (CW) laser, $\sqrt{P_0}e^{j\Omega_0t}$, where $\Omega_0$ is the optical carrier frequency (multi-THz range) and $P_0$ is the laser power. The laser is amplitude modulated by a RF signal (GHz range) applied to an external MZM, where the driving voltage signal is further phase modulated by a low frequency signal (KHz range). In this section we develop the RF amplitude modulation (AM) and audio phase modulation (PM) using small angle approximations. A full analytic expansion appears in the Appendix, employing Jacobi-Anger expansions to the harmonic phases.

In our model we use the most common MZM modulator commercially available, which is a single-arm-drive MZM (has only one arm under electric modulation field); or use one arm of a dual-drive modulator. This MZM has a combination of amplitude and phase modulation at its output [17]. We drive the MZM with a voltage signal which has DC and AC terms (the DC term could also be a constant phase delay between the ports), such that

$$RF = \pi \frac{V_0 + V\sin(2\pi v_0 t + \theta)}{V_\pi} = \alpha + \beta \cdot \sin(v_0 t + \theta) \tag{58}$$

where $V_0$ is the bias voltage, $V$ is the modulation voltage, $V_\pi$ is the voltage applied to achieve a $\pi$ phase shift and $v_0$ is the RF driving frequency (we omit the $2\pi$ constant in the harmonic on the right side of Eq. 58 for brevity). The signal is more conveniently parametrized by $\alpha$ and $\beta$.

The RF signal driving the optical modulator is phase modulated by the low frequency signal

$$\theta = \gamma + \psi \sin(f_0 t + \delta) \tag{59}$$

where $\gamma$ is the DC bias phase at RF frequency, $\psi$ is the audio modulation depth, $f_0$ is the low (audio) frequency signal and $\delta$ is the DC phase offset at low (audio) frequency.

First we look at the optical field arriving to the DUT after passing the MZM in the bar port under the approximation that the RF modulation depth is small $\beta \ll 1$ (i.e. $e^{jx} \approx 1 + jx$)

$$U(t) = \sqrt{\frac{P_0}{2}} e^{j\Omega_0 t} \cdot (e^{j[\alpha + \beta \sin(v_0 t + \theta)]} - 1) \approx \sqrt{\frac{P_0}{2}} e^{j\Omega_0 t} \cdot (e^{j\alpha} [1 + j\beta \cdot \sin(v_0 t + \theta)] - 1)$$

$$= \sqrt{\frac{P_0}{2}} e^{j\Omega_0 t} \cdot e^{j\alpha} \cdot \left[1 + \frac{\beta}{2} (e^{jv_0 t + j\theta} - e^{-jv_0 t - j\theta}) - 1\right] \tag{60}$$

substituting $\theta$ of Eq. (59)

$$U(t) = \sqrt{\frac{P_0}{2}} e^{j\Omega_0 t} e^{j\alpha} \left((1 - e^{-j\alpha}) + \frac{\beta}{2} (e^{j(v_0 t + \gamma + \psi \sin(f_0 t + \delta))) - e^{-j(v_0 t + \gamma + \psi \sin(f_0 t + \delta)))}\right) \tag{61}$$
under the approximation that the PM modulation depth is also small \( \psi \ll 1 \), we will simplify the expressions of \( e^{\pm j[\gamma + \psi \sin(2\pi f_0 t + \delta)]} \)

\[
e^{j[\gamma + \psi \sin(2\pi f_0 t + \delta)]} = e^{j\gamma}[1 + \frac{\psi}{2}(e^{j(2\pi f_0 t + \delta)} - e^{-j(2\pi f_0 t + \delta)})]
\]

\[
e^{-j[\gamma + \psi \sin(2\pi f_0 t + \delta)]} = e^{-j\gamma}[1 - \frac{\psi}{2}(e^{j(2\pi f_0 t + \delta)} - e^{-j(2\pi f_0 t + \delta)})]
\]

\[
U(t) = \frac{\sqrt{P}}{2} e^{j\Omega_0 t} e^{j\alpha} \left(1 + e^{-j\alpha} + \frac{\beta}{2} e^{j\nu_0 t} e^{j\gamma}[1 + \frac{\psi}{2}(e^{j(2\pi f_0 t + \delta)} - e^{-j(2\pi f_0 t + \delta)})] \right)
\]

\[
- \frac{\beta}{2} e^{-j\nu_0 t} e^{-j\gamma}[1 - \frac{\psi}{2}(e^{j(2\pi f_0 t + \delta)} - e^{-j(2\pi f_0 t + \delta)})]
\]

This last expression defines seven harmonics: optical carrier \( \Omega_0 \) and six modulation side tones at \( \Omega_0 \pm \nu_0 \pm f_0 \) (see Fig. 14(b)).

The optical field at the DUT output

\[
Y(t) = \frac{\sqrt{P}}{2} e^{j\alpha} \left[1 - e^{-j\alpha}\right] B(\Omega_0) e^{j\phi(\Omega_0)} e^{j\Omega_0 t} + \frac{\beta \psi}{2} e^{j\gamma} B(\Omega_0 + \nu_0) e^{j\phi(\Omega_0 + \nu_0)} e^{j(\Omega_0 + \nu_0) t}
\]

\[
+ \frac{\beta \psi}{2} e^{j(\gamma + \delta)} B(\Omega_0 + \nu_0 + f_0) e^{j\phi(\Omega_0 + \nu_0 + f_0)} e^{j(\Omega_0 + \nu_0 + f_0) t} - \frac{\beta \psi}{2} e^{j(\gamma - \delta)} B(\Omega_0 + \nu_0 - f_0)
\]

\[
+ \frac{\beta \psi}{2} e^{-j(\gamma + \delta)} B(\Omega_0 - \nu_0 + f_0) e^{j\phi(\Omega_0 - \nu_0)} e^{j(\Omega_0 - \nu_0 + f_0) t}
\]

\[
- \frac{\beta \psi}{4} e^{-j(\gamma + \delta)} B(\Omega_0 - \nu_0 - f_0) e^{j\phi(\Omega_0 - \nu_0 - f_0)} e^{j(\Omega_0 - \nu_0 - f_0) t}
\]

The typical assumption is that the attenuation experienced by the seven tones is identical. The phase is developed using Taylor series for the DUT response, assumption being that the phase can be expressed as a Taylor expansion about carrier frequency

\[
Y(t) = \frac{\sqrt{P}}{2} B(\Omega_0) e^{j\alpha} e^{j\phi(\Omega_0)} e^{j\Omega_0 t} \left[1 - e^{-j\alpha} \right] + \frac{\beta \psi}{2} e^{j\gamma} e^{j\frac{\nu_0}{2} \phi} e^{j\nu_0(\phi + t)}
\]

\[
+ \frac{\beta \psi}{2} e^{j(\gamma + \delta)} e^{j\frac{(\nu_0 + f_0)^2}{2} \phi} e^{j(\nu_0 + f_0)(\phi + t)} - \frac{\beta \psi}{2} e^{j(\gamma - \delta)} e^{j\frac{(\nu_0 - f_0)^2}{2} \phi} e^{j(\nu_0 - f_0)(\phi + t)}
\]

\[
- \frac{\beta \psi}{2} e^{-j(\gamma + \delta)} e^{j\frac{(-\nu_0 + f_0)^2}{2} \phi} e^{-j(\nu_0 + f_0)(\phi + t)} + \frac{\beta \psi}{2} e^{-j(\gamma - \delta)} e^{j\frac{(-\nu_0 - f_0)^2}{2} \phi} e^{-j(\nu_0 - f_0)(\phi + t)}
\]

\[
- \frac{\beta \psi}{4} e^{-j(\gamma + \delta)} e^{j\frac{(-\nu_0 - f_0)^2}{2} \phi} e^{-j(\nu_0 + f_0)(\phi + t)}
\]

For simplicity we may represent the optical field with harmonics functions

\[
Y(t) = \frac{\sqrt{P}}{2} B(\Omega_0) e^{j\alpha} e^{j\phi(\Omega_0)} e^{j\Omega_0 t} \left[1 - e^{-j\alpha} \right] + \frac{\beta \psi}{2} e^{j\frac{\nu_0}{2} \phi} \cdot 2j \cdot \sin[\nu_0(\phi + t) + \gamma]
\]
Before finding the photocurrent we utilize the following identity
\[
\sin \alpha \cdot \sin \beta = \frac{1}{2} [\cos(\alpha - \beta) - \cos(\alpha + \beta)]
\]

The photocurrent expression
\[
P(t) = Y(t) \cdot Y^*(t) = \frac{P_0}{2} B(\Omega_0)^2 \cdot \left[ (1 - e^{-j\alpha})(1 - e^{j\alpha}) + j\beta e^{j\frac{\beta}{2} \phi} \sin[\nu_0(\dot{\phi} + t) + \gamma] \right]
\]
\[
+ j\beta e^{j\frac{\beta}{2} \phi} \sin[(\nu_0 + f_0)(\dot{\phi} + t) + \gamma + \delta] - j\beta e^{j\frac{\beta}{2} \phi} \sin[(\nu_0 - f_0)(\dot{\phi} + t) + \gamma - \delta]
\]
\[
+ j\beta e^{j\frac{\beta}{2} \phi} \sin[\nu_0(\dot{\phi} + t) + \gamma] - j\beta e^{j\frac{\beta}{2} \phi} \sin[(\nu_0 + f_0)(\dot{\phi} + t) + \gamma + \delta]
\]
\[
+ j\beta e^{j\frac{\beta}{2} \phi} \sin[(\nu_0 - f_0)(\dot{\phi} + t) + \gamma - \delta] - j\beta e^{j(\alpha + \frac{\beta}{2} \phi)} \sin[\nu_0(\dot{\phi} + t) + \gamma]
\]
\[
- j\beta e^{-j(\alpha + \frac{\beta}{2} \phi)} \sin[(\nu_0 + f_0)(\dot{\phi} + t) + \gamma + \delta] + j\beta e^{-j(\alpha + \frac{\beta}{2} \phi)} \sin[(\nu_0 - f_0)(\dot{\phi} + t) + \gamma - \delta]
\]
\[
- j\beta e^{-j(\alpha + \frac{\beta}{2} \phi)} \sin[\nu_0(\dot{\phi} + t) + \gamma] + j\beta e^{-j(\alpha + \frac{\beta}{2} \phi)} \sin[(\nu_0 + f_0)(\dot{\phi} + t) + \gamma + \delta]
\]
\[
+ j\beta e^{-j(\alpha + \frac{\beta}{2} \phi)} \sin[(\nu_0 - f_0)(\dot{\phi} + t) + \gamma - \delta]
\]
\[
+ \frac{\beta^2}{2} - \frac{\beta^2}{2} \cos[2\nu_0(\dot{\phi} + t) + 2\gamma]
\]
\[
+ \frac{\beta^2}{8} e^{-j(2\nu_0 + 2\nu_0f_0 + f_0^2) \phi} \left[ \cos[-f_0(\dot{\phi} + t) - \delta] - \cos[(2\nu_0 + f_0)(\dot{\phi} + t) + 2\gamma + \delta] \right]
\]
\[
- \frac{\beta^2}{4} e^{-j(2\nu_0 + 2\nu_0 f_0 + f_0^2) \phi} \left[ \cos[f_0(\dot{\phi} + t) + \delta] - \cos[(2\nu_0 - f_0)(\dot{\phi} + t) + 2\gamma - \delta] \right]
\]
\[
+ \frac{\beta^2}{8} e^{j(2\nu_0 + 2\nu_0 f_0 + f_0^2) \phi} \left[ \cos[f_0(\dot{\phi} + t) + \delta] - \cos[(2\nu_0 + f_0)(\dot{\phi} + t) + 2\gamma + \delta] \right]
\]
\[
+ \frac{\beta^2}{8} e^{j(2\nu_0 + 2\nu_0 f_0 + f_0^2) \phi} \left[ \cos[2f_0(\dot{\phi} + t) + 2\delta] - \cos[2\nu_0(\dot{\phi} + t) + 2\gamma] \right]
\]
\[
- \frac{\beta^2}{8} e^{j(2\nu_0 + 2\nu_0 f_0 + f_0^2) \phi} \left[ \cos[-f_0(\dot{\phi} + t) - \delta] - \cos[(2\nu_0 - f_0)(\dot{\phi} + t) + 2\gamma - \delta] \right]
\]
\[
- \frac{\beta^2}{8} e^{j(2\nu_0 + 2\nu_0 f_0 + f_0^2) \phi} \left[ \cos[-2f_0(\dot{\phi} + t) - 2\delta] - \cos[2\nu_0(\dot{\phi} + t) + 2\gamma] \right]
\]
now we can use the following trigonometric identities to simplify somewhat the photocurrent
\[
\cos \alpha - \cos \beta = -2 \sin \left(\frac{\alpha + \beta}{2}\right) \sin \left(\frac{\alpha - \beta}{2}\right)
\]
\[
\sin \alpha - \sin \beta = 2 \cos \left(\frac{\alpha + \beta}{2}\right) \sin \left(\frac{\alpha - \beta}{2}\right)
\]
\[
P(t) = \frac{N}{4} B(\Omega_0)^2 \cdot \left[ 2 \left(1 - \cos(\alpha)\right) + \beta^2 + \beta^2 \right.
\]

\[
+ \beta^2 \psi^2 - \beta^2 \psi^2 - \cos[(2\nu_0 - 2f_0)(\dot{\phi} + t) + +2\gamma - 2\delta]
\]

\[(66)\]

\[
\text{rememering that cosine is an even function } \cos(-x) = \cos(x)
\]

\[
P(t) = \frac{N}{4} B(\Omega_0)^2 \cdot \left[ 2 \left(1 - \cos(\alpha)\right) + j\beta \cdot j \sin[\frac{\beta^2}{2} \phi]\sin[\nu_0(\dot{\phi} + t) + +2\gamma - 2\delta]
\]

\[
+ j \beta \cdot j \sin[\nu_0(\dot{\phi} + t) + +2\gamma - 2\delta]
\]

\[
+ j \beta \cdot j \sin[\nu_0(\dot{\phi} + t) + +2\gamma - 2\delta]
\]

\[
+ j \beta \cdot j \sin[\nu_0(\dot{\phi} + t) + +2\gamma - 2\delta]
\]

\[
+ \frac{\beta^2}{8} \cdot 2 \cos[\frac{2\nu_0 - f_0 + f_0^2}{2} \phi]\cos[(2\nu_0 - f_0)(\dot{\phi} + t) + +2\gamma - 2\delta]
\]

\[
- \frac{\beta^2}{8} \cdot 2 \cos[\frac{2\nu_0 - f_0 + f_0^2}{2} \phi]\cos[(2\nu_0 - f_0)(\dot{\phi} + t) + +2\gamma - 2\delta]
\]

\[
- \frac{\beta^2}{8} \cdot 2 \cos[\frac{2\nu_0 - f_0 + f_0^2}{2} \phi]\cos[(2\nu_0 - f_0)(\dot{\phi} + t) + +2\gamma - 2\delta]
\]

\[
- \frac{\beta^2}{8} \cdot 2 \cos[\frac{2\nu_0 - f_0 + f_0^2}{2} \phi]\cos[(2\nu_0 + f_0)(\dot{\phi} + t) + +2\gamma + 2\delta]
\]

\[(67)\]
\[-\frac{\beta^2 \omega^2}{4} \cos[\frac{4\nu_0 f_0 \delta}{2} \delta] \cos[2f_0(\phi + t) + 2\delta] \]
\[-\frac{\beta^2 \omega^2}{8} \cos[(2\nu_0 - 2f_0)(\phi + t) + 2\gamma - 2\delta] \]
\[+ \frac{\beta^2 \psi}{2} \cos[-\frac{2\nu_0 f_0 + f_0^2}{2} \delta] \cos[(2\nu_0 - f_0)(\phi + t) + 2\gamma - \delta] \]
\[+ \left\{ \frac{\beta^2 \omega^2}{4} \cos[\frac{4\nu_0 f_0}{2} \delta] - \frac{\beta^2 \psi}{2} \right\} \cos[2\nu_0(\phi + t) + 2\gamma] \]
\[-\frac{\beta^2 \psi}{2} \cos[\frac{2\nu_0 f_0 + f_0^2}{2} \delta] \cos[(2\nu_0 + f_0)(\phi + t) + 2\gamma + \delta] \]
\[= \frac{\beta^2 \omega^2}{8} \cdot \cos[(2\nu_0 + 2f_0)(\phi + t) + 2\gamma + 2\delta] \]

It is worth recalling that \( \delta \) is linked to CD by the relationship \( \delta = -D\lambda^2/(2\pi c) \) where D is the chromatic dispersion (typically expressed in psec/nm), \( \lambda \) is the wavelength in nm and \( c \) is the vacuum speed of light in m/sec. We can simplify the photocurrent expression since \( f_0 \ll \nu_0 \), when the RF frequency is far away from RF dip, e.g. \( \cos[\frac{4\nu_0 f_0}{2} \delta] \sim 1, \sin[\frac{2\nu_0 f_0}{2} \delta] \sim 0, \cos[\frac{f_0^2}{2} \delta] \sim 1, \sin[\frac{f_0^2}{2} \delta] \sim 0 \). Also by examining the amplitude dependencies according to the following identities of cosine and sine functions

\[ \cos[\alpha \pm \beta] = |\cos \alpha \cos \beta \mp \sin \alpha \sin \beta | \]
\[ \sin[\alpha \pm \beta] = |\sin \alpha \cos \beta \pm \cos \alpha \sin \beta | \]
\[ \cos[\alpha + (\nu_0 f_0 + f_0^2) \delta] = \cos[\frac{\alpha}{2} + \frac{\nu_0 f_0 + f_0^2}{2} \delta] \cos[\frac{\nu_0 f_0 + f_0^2}{2} \delta] - \sin[\frac{\alpha}{2} + \frac{\nu_0 f_0 + f_0^2}{2} \delta] \sin[\frac{\nu_0 f_0 + f_0^2}{2} \delta] = \]
\[= \cos[\frac{\alpha}{2} + \frac{\nu_0 f_0 + f_0^2}{2} \delta] \] 
\[-\sin[\frac{\alpha}{2} + \frac{\nu_0 f_0 + f_0^2}{2} \delta] \] 
\[-\cos[\frac{\nu_0 f_0 + f_0^2}{2} \delta] \] 
\[-\sin[\frac{\nu_0 f_0 + f_0^2}{2} \delta] \] 
\[= \cos[\frac{\alpha}{2}] + \frac{\nu_0 f_0 + f_0^2}{2} \delta] \]
\[= \cos[\frac{\nu_0 f_0 + f_0^2}{2} \delta] \cos[\frac{\nu_0 f_0 + f_0^2}{2} \delta] - \sin[\frac{\nu_0 f_0 + f_0^2}{2} \delta] \sin[\frac{\nu_0 f_0 + f_0^2}{2} \delta] = \cos[\nu_0 f_0 + f_0^2] \cos[\frac{\nu_0 f_0 + f_0^2}{2} \delta] \]

Therefore

\[ P(t) = \frac{P_0}{4} B(O_0)^2 \cdot \left[ 2 \left(1 - \cos(\alpha)\right) + \frac{\beta^2 \omega^2}{2} + \frac{\beta^2 \psi^2}{4} \right] \]
\[-2\beta \psi \cos[\frac{\alpha}{2} + \frac{\nu_0 f_0 + f_0^2}{2} \delta] \sin[\frac{\nu_0 - f_0}{2} \delta] \sin[(\nu_0 - f_0)(\phi + t) + \gamma - \delta] \]
\ [+ 4\beta \cos[\frac{\alpha}{2} + \frac{\nu_0 f_0 + f_0^2}{2} \delta] \sin[\frac{\nu_0 - f_0}{2} \delta] \sin[\nu_0(\phi + t) + \gamma] \]
\[+2\beta\psi \cos\left(\frac{\theta}{2} + \frac{\nu_0}{2}\right) \sin\left(\frac{\nu_0}{2}\right) \sin[(\nu_0 + f_0)(\dot{\phi} + t) + \gamma + \delta]\]

\[-\frac{\beta^2\psi^2}{4} \cos[2f_0(\dot{\phi} + t) + 2\delta]\]

\[-\frac{\beta^2\psi^2}{8} \cos[(2\nu_0 - 2f_0)(\dot{\phi} + t) + 2\gamma - 2\delta]\]

\[+\frac{\beta^2\psi}{4} \cos[(2\nu_0 - f_0)(\dot{\phi} + t) + 2\gamma - \delta]\]

\[+ \left\{ \frac{\beta^2\psi^2}{4} - \frac{\beta^2}{2} \right\} \cos[2\nu_0(\dot{\phi} + t) + 2\gamma]\]

\[-\frac{\beta^2\psi^2}{4} \cdot \cos[(2\nu_0 + f_0)(\dot{\phi} + t) + 2\gamma + 2\delta]\]

Now we can use the following trigonometric identities

\[\sin\alpha - \sin\beta = 2\cos\left(\frac{\alpha + \beta}{2}\right) \sin\left(\frac{\alpha - \beta}{2}\right)\]

\[\cos\alpha + \cos\beta = 2\cos\left(\frac{\alpha + \beta}{2}\right) \cos\left(\frac{\alpha - \beta}{2}\right)\]

\[\cos\alpha - \cos\beta = -2\sin\left(\frac{\alpha + \beta}{2}\right) \sin\left(\frac{\alpha - \beta}{2}\right)\]

We can then find that the photocurrent expression is simplified

\[P(t) = \frac{4\beta}{4} B(\Omega_0)^2 \cdot \left[ 2(1 - \cos(\alpha)) + \frac{\beta^2}{4} + \frac{\beta^2\psi^2}{4}\right.\]

\[-\frac{\beta^2\psi^2}{4} \cos[2f_0(\dot{\phi} + t) + 2\delta]\]

\[+4\beta\sin\left(\frac{\nu_0}{2}\right) \cos\left(\frac{\nu_0}{2}\right) \left\{ \psi \cos[\nu_0(\dot{\phi} + t) + \gamma] \sin[f_0(\dot{\phi} + t) + \delta] + \sin[\nu_0(\dot{\phi} + t) + \gamma]\right\}\]

\[-\frac{\beta^2\psi^2}{4} \cdot \cos[2\nu_0(\dot{\phi} + t) + 2\gamma] \cos[2f_0(\dot{\phi} + t) + 2\delta] + \beta^2\psi \sin[2\nu_0(\dot{\phi} + t) + 2\gamma] \sin[f_0(\dot{\phi} + t) + \delta]\]

\[+ \left\{ \frac{\beta^2\psi^2}{4} - \frac{\beta^2}{2} \right\} \cos[2\nu_0(\dot{\phi} + t) + 2\gamma]\]

As we can see signal analysis of the system indeed demonstrates that this phase information is preserved in the E/O conversion (through the optical modulator), in transport (through the DUT), and upon detection of the beat term. The beat term contains a few arguments: DC and harmonic terms (\(\nu_0, 2\nu_0\)). Since the phase information is preserved in the harmonic terms we can choose to demodulate it with either \(\nu_0\) harmonic or \(2\nu_0\) harmonic.

When realizing the suggested signal processing scheme, we have to consider the RF Mixer RF to IF leakage (assuming it is the same as LO to IF leakage 30 dB typical). Moreover there is also a LO to RF leakage of typically 35 dB - taking in mind that the LO port contains only a pure RF harmonic without any audio tones around it. In case they will leak they might limit the minimum audio signal we can achieve when changing the DC bias phase, \(\gamma\), e.g. the slow frequency signal component \(\cos[2f_0(\dot{\phi} + t) + 2\delta]\). Therefore we choose to lock to the slow frequency component \(\sin[f_0(\dot{\phi} + t) + \delta]\).
3.1.1 MPS with Audio

First when applying the MPS with Audio method we need to consider the fact that we are biasing the optical modulator at the midpoint in order to maximize the $\nu_0$ at the photodetector output, $\alpha = \frac{\nu_0}{2} = \frac{\pi}{2}$. The photocurrent is multiplied with a local oscillator signal oscillating at the $\nu_0$ frequency, $LO(t) = \sin[\nu_0 t]$ (not regarding any constant electrical group delay that our electrical circuit may have). Using the following identities

\[
\cos \alpha \cdot \sin \beta = \frac{1}{2} [\sin(\alpha + \beta) - \sin(\alpha - \beta)]
\]

\[
\sin \alpha \cdot \sin \beta = \frac{1}{2} [\cos(\alpha - \beta) - \cos(\alpha + \beta)]
\]

\[
M(t) = \frac{P_0}{2} B(\Omega_0)^2 \cdot \left[ (2 - \cos(\alpha)) + \beta^2 + \frac{\beta^2 \dot{\phi}^2}{4} \right] \sin[\nu_0 t]
\]

\[- \frac{\beta^2 \dot{\phi}^2}{8} \left( \sin[\nu_0 t + 2f_0(\dot{\phi} + t) + 2\delta] - \sin[2f_0(\dot{\phi} + t) - \nu_0 t + 2\delta] \right) \]

\[+ 4\beta \sin[\frac{\nu_0}{2}] \cos[\frac{\nu_0}{2} + \frac{\beta^2 \dot{\phi}^2}{2}] \left\{ \frac{1}{2} \left[ \sin[2\nu_0 t + \nu_0 \dot{\phi} + \gamma] - \sin[\nu_0 \dot{\phi} + \gamma] \right] \sin[f_0(\dot{\phi} + t) + \delta] \right\} \]

\[+ \beta \left[ \cos[\nu_0 \dot{\phi} + \gamma] - \cos[2\nu_0 t + \nu_0 \dot{\phi} + \gamma] \right] \}

\[- \frac{\beta^2 \dot{\phi}^2}{8} \left( \sin[2\nu_0 \dot{\phi} + 3\nu_0 t + 2\gamma] - \sin[2\nu_0 \dot{\phi} + \nu_0 t + 2\gamma] \right) \cos[2f_0(\dot{\phi} + t) + 2\delta] \]

\[+ \frac{\beta^2 \dot{\phi}^2}{2} \left( \cos[2\nu_0 \dot{\phi} + \nu_0 t + 2\gamma] - \cos[2\nu_0 \dot{\phi} + 3\nu_0 t + 2\gamma] \right) \sin[f_0(\dot{\phi} + t) + \delta] \]

\[+ \left\{ \frac{\beta^2 \dot{\phi}^2}{8} - \frac{\beta^2}{4} \right\} \left( \sin[2\nu_0 \dot{\phi} + 3\nu_0 t + 2\gamma] - \sin[2\nu_0 \dot{\phi} + \nu_0 t + 2\gamma] \right) \right]

(71)

at the mixer output we have connected a Low Pass Filter (LPF). Meaning that every $\nu_0$, $2\nu_0$ harmonic terms will be extincted by the LPF. Therefor we remain with the following expression

\[
V(t) = - \frac{P_0}{2} B(\Omega_0)^2 \sin[\frac{\nu_0}{2}] \cos[\frac{\alpha}{2} + \frac{\nu_0^2 \dot{\phi}^2}{2}] \beta \left( \psi \sin[\nu_0 \dot{\phi} + \gamma] \sin[f_0(\dot{\phi} + t) + \delta] - \cos[\nu_0 \dot{\phi} + \gamma] \right)
\]

(72)

According to this LPF output indeed we are able to control the amplitude of the $f_0$ tone with the aid of dc bias phase, $\gamma$, while holding the audio dc bias as constant $\delta$. Of course the DC contribution found in the 2nd expression will be eliminated in the LIA circuits.

Once more there are three possible working points to choose $\gamma$:

1. maximize the $f_0$ tone signal, $\nu_0 \dot{\phi} + \gamma = \frac{\pi}{2}$.
2. work at half maximum of the $f_0$ tone signal, $\nu_0 \dot{\phi} + \gamma = \frac{\pi}{4}$.
3. eliminate the $f_0$ tone signal, $\nu_0 \dot{\phi} + \gamma = 0$. 

40
Conclusions:

1. The LIA will lock to the oscillating term \( \sin[f_0(\dot{\phi} + t) + \delta] \), with the reference term of \( \sin[f_0 t + \delta] \).

2. Group delay is measured at the nulling of a sine term with oscillating frequency \( f_0 \), i.e. \( \nu_0 \dot{\phi} + \gamma = 0 \).

The measurement itself is the electrical phase shift \( \Theta = 2\pi\nu_0 \dot{\phi} + \gamma = 2\pi\nu_0 \tau_g + \gamma \) which can be recovered from any electrical phase detector instrument locked to the slow oscillating term \( f_0 \) which is present in \( \theta \). The minimum limit is the phase resolution limit of the instrument itself, and the maximum allowable measurable phase without ambiguity is \( \Theta \in [0, \pi] \). In case of a measurement beyond this limit there will be an alias error, and therefore a wrong measurement of the group delay (without applying a RF phase offset \( \gamma \)). However, we can set the RF phase offset \( \gamma \) at an appropriate bias point and therefore we can avoid the ambiguity problem typically found in phase measurements. Thus keeping the interference point always at the null point, which sets the phase bias directly proportional to the measured optical phase. In practice, the wavelength is stepped a small wavelength interval and the corresponding change in the group delay \( \Delta \tau_g \) is calculated from the measured change in phase according to

\[
\Delta \tau_g = \frac{\Delta \Theta}{360 \nu_0} \tag{73}
\]

where \( \Delta \Theta \) is the phase change in degrees produced by a small wavelength step and \( \nu_0 \) is the modulating frequency in Hz. We need to remember that the attribute called dispersion is defined by

\[
D = \frac{\Delta \tau_g}{\Delta \lambda} \tag{74}
\]

where \( \Delta \tau_g \) is the change in group delay in seconds corresponding to a change in wavelength \( \Delta \lambda \) in meters. We can combine this last two equations and find that

\[
\Delta \theta_{MPS\ with\ Audio} = 360 \cdot D \cdot \nu_0 \cdot \Delta \lambda \tag{75}
\]

this shows that the amount of phase change measured in response to a wavelength step is the product of device dispersion, the modulation frequency and wavelength step as in the conventional MPS (see Eq. 36).

3.1.2 2nd order MPS with Audio

First when applying the 2nd order MPS with Audio method we need to consider the fact that we are biasing the optical modulator at the minimum point in order to maximize the \( 2\nu_0 \) at the photodetector output, \( \alpha = \pi \frac{V}{V_0} = \pi \). The photocurrent is multiplied with a local oscillator
signal oscillating at the $2\nu_0$ frequency, $LO(t) = \sin[2\nu_0 t]$ (not regarding any constant electrical group delay that our electrical circuit may have).

$$M(t) = \frac{P_0}{4} B(\Omega_0)^2 \left[ 2 \left(1 - \cos(\alpha)\right) + \frac{\beta^2}{4} + \frac{\beta^2 \psi^2}{4} \right] \sin[2\nu_0 t]$$

$$- \frac{\beta^2 \psi^2}{8} \left( \sin[2\nu_0 t + 2f_0(\hat{\phi} + t) + 2\delta] - \sin[2f_0(\hat{\phi} + t) - 2\nu_0 t + 2\delta] \right)$$

$$+ 4\beta \sin[\varphi] \cos[\frac{\nu_0 t}{2}] + \frac{\varphi}{2} \left( \sin[3\nu_0 t + \nu_0 \hat{\phi} + \gamma] + \sin[\nu_0 t - \nu_0 \hat{\phi} - \gamma] \right) \sin[f_0(\hat{\phi} + t) + \delta]$$

$$+ \frac{1}{2} \left[ \cos[\nu_0 t - \nu_0 \hat{\phi} - \gamma] - \cos[3\nu_0 t + \nu_0 \hat{\phi} + \gamma] \right]$$

$$- \frac{\beta^2 \psi^2}{8} \left( \sin[2\nu_0 \hat{\phi} + 4\nu_0 t + 2\gamma] - \sin[2\nu_0 \hat{\phi} + 2\gamma] \right) \cos[2f_0(\hat{\phi} + t) + 2\delta]$$

$$+ \frac{\beta^2 \psi^2}{8} \left( \cos[2\nu_0 \hat{\phi} + 2\gamma] - \cos[2\nu_0 \hat{\phi} + 4\nu_0 t + 2\gamma] \right) \sin[f_0(\hat{\phi} + t) + \delta]$$

$$+ \left( \frac{\beta^2 \psi^2}{8} - \frac{\beta^2}{4} \right) \left( \sin[2\nu_0 \hat{\phi} + 4\nu_0 t + 2\gamma] - \sin[2\nu_0 \hat{\phi} + 2\gamma] \right) \right]$$

(76)

at the mixer output we have connected a Low Pass Filter (LPF). Meaning that every $\nu_0$, $2\nu_0$ harmonic terms will be extincted by the LPF. Therefore we remain with the following expression

$$V(t) = \frac{P_0}{4} B(\Omega_0)^2 \left[ \frac{\beta^2}{4} - \frac{\beta^2 \psi^2}{8} \right] \sin[2\nu_0 \hat{\phi} + 2\gamma] + \frac{\beta^2 \psi}{2} \cos[2\nu_0 \hat{\phi} + 2\gamma] \sin[f_0(\hat{\phi} + t) + \delta]$$

underlined expression the LIA may lock onto this expression

$$+ \frac{\beta^2 \psi^2}{8} \sin[2\nu_0 \hat{\phi} + 2\gamma] \cos[2f_0(\hat{\phi} + t) + 2\delta] \right]$$

(77)

This LPF output expression contains dc, $f_0$ and $2f_0$ harmonics with amplitude dependence on group delay, with a $\frac{\pi}{2}$ phase in between them. The LIA will lock onto the $\sin[f_0(\hat{\phi} + t) + \delta]$ harmonic term. According to this LPF output indeed we are able to control the amplitude of the $f_0$ tone with the aid of dc bias phase, $\gamma$, while holding the audio dc bias as constant $\delta$. Of course the DC contribution found in the 2nd expression will be eliminated in the LIA circuits.

As in MPS with Audio case there are 3 possible working points to choose $\gamma$. However, the GD dependence is inside a cosine instead of a sine term:

1. maximize the $f_0$ tone signal, $2\nu_0 \hat{\phi} + 2\gamma = 0$.

2. work at half maximum of the $f_0$ tone signal, $2\nu_0 \hat{\phi} + 2\gamma = \frac{\pi}{4}$.

3. eliminate the $f_0$ tone signal, $2\nu_0 \hat{\phi} + 2\gamma = \frac{\pi}{2}$.

Conclusions:

1. The LIA will lock to the oscillating term $\sin[f_0(\hat{\phi} + t) + \delta]$, with the reference term of $\sin[f_0 t + \delta]$. 
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2. Group delay is measured at the nulling of a cosine term oscillating with frequency \( f_0 \), i.e. \( 2\nu_0 \dot{\phi} + 2\gamma = \frac{\pi}{2} \).

The measurement itself is the electrical phase shift \( \Theta = 2\pi 2\nu_0 \dot{\phi} + 2\gamma = 2\pi 2\nu_0 \tau_g + 2\gamma \) which can be recovered from any electrical phase detector instrument locked to the slow oscillating term \( f_0 \) which is present in \( \theta \). The minimum limit is the phase resolution limit of the instrument itself, and the maximum allowable measurable phase without ambiguity is \( \Theta \in [0, \pi] \). In case of a measurement beyond this limit there will be an alias error, and therefore a wrong measurement of the group delay (without applying a RF phase offset \( \gamma \)). However, we can set the RF phase offset \( \gamma \) at an appropriate bias point and therefore we can avoid the ambiguity problem typically found in phase measurements. Thus keeping the interference point always at the null point, which sets the phase bias directly proportional to the measured optical phase. In practice, the wavelength is stepped a small wavelength interval and the corresponding change in the group delay \( \Delta \tau_g \) is calculated from the measured change in phase according to

\[
\Delta \tau_g = \frac{\Delta \Theta}{360} \cdot \frac{1}{2\nu_0} \tag{78}
\]

where \( \Delta \Theta \) is the phase change in degrees produced by a small wavelength step and \( \nu_0 \) is the modulating frequency in Hz. We need to remember that the attribute called dispersion is defined by

\[
D = \frac{\Delta \tau_g}{\Delta \lambda} \tag{79}
\]

where \( \Delta \tau_g \) is the change in group delay in seconds corresponding to a change in wavelength \( \Delta \lambda \) in meters. We can combine this last two equations and find that

\[
\Delta \theta_{2nd \ order \ MPS \ with \ Audio} = 360 \cdot D \cdot 2\nu_0 \cdot \Delta \lambda \tag{80}
\]

this shows that the amount of phase change measured in response to a wavelength step is the product of device dispersion, twice the modulation frequency and wavelength step. Quite similar to the conventional MPS, where the amount of measured phase change (see Eq. 36) in response to a wavelength step is the product of device dispersion, the modulation frequency and wavelength step.
3.2 Appendix: MPS with audio accurate signal analysis Jacobi Anger expansion to AM and PM

In this appendix we develop the RF AM modulation in the optical field expression according to Jacobi-Anger expansion to the harmonic phase term. As is well known an entire comb of RF harmonics around the optical carrier will appear; the power distribution to these tones depends on the modulation strength. The higher harmonics might introduce undesired signal contributions to the component we are interested in measuring. We first expand the RF modulation, assuming phase $\theta$ is constant (or slowly varying) and then expand the audio variation, PM modulation, according to a second Jacobi-Anger expansion to the audio harmonic phase term.

In case we drive the upper arm with a voltage signal which have a DC component and an AC term (there could also be a constant phase delay between the ports) we have omitted $2\pi$ factor in the right side of Eq. 81 for brevity, we can return it in the end of the analysis

$$RF = \pi \frac{V_b + V \sin(2\pi \nu_0 t + \theta)}{V_\pi} \equiv \alpha + \beta \cdot \sin(\nu_0 t + \theta)$$  \hspace{1cm} (81)$$

where $V_b$ is the bias voltage, $V$ is the modulation voltage, $V_\pi$ is the voltage applied to achieve a $\pi$ phase shift and $\nu_0$ is the RF driving frequency. The signal is more conveniently parametrized by $\alpha$ and $\beta$.

$$\sqrt{P_0} e^{j\Omega_0 t} \left[ e^{j\alpha} e^{j\beta \sin(\nu_0 t + \theta)} - 1 \right] = \frac{\sqrt{P_0}}{2} e^{j\Omega_0 t} \left[ e^{j\alpha} e^{j\beta \sin(\nu_0 t + \theta)} - 1 \right]$$

$$= \frac{\sqrt{P_0}}{2} e^{j\Omega_0 t} \left[ e^{j\alpha} \sum_{m=-\infty}^{\infty} J_m(\beta) e^{jm(\nu_0 t + \gamma + \psi \sin(f_0 t + \delta))} - 1 \right]$$  \hspace{1cm} (82)$$

where $\Omega_0$ is the optical carrier frequency, $\nu_0$ is the RF modulation frequency, $P_0$ is the laser intensity, $\alpha$ is the MZM bias point, $\beta$ is the MZM RF modulation depth, $J_m$ is the Bessel $J$ function of order $m$ and $\theta$ is the RF phase delay.

The RF signal driving the optical modulator is phase modulated by the low frequency signal

$$\theta = \gamma + \psi \sin(f_0 t + \delta)$$  \hspace{1cm} (83)$$

where $\gamma$ is the DC bias phase, $\psi$ is the audio modulation depth, $f_0$ is the low (audio) frequency signal and $\delta$ is the DC phase offset at low (audio) frequency.

$$U(t) = \frac{\sqrt{P_0}}{2} e^{j\Omega_0 t} \left[ e^{j\alpha} \sum_{m=-\infty}^{\infty} J_m(\beta) e^{jm(\nu_0 t + \gamma + \psi \sin(f_0 t + \delta))} - 1 \right]$$  \hspace{1cm} (84)$$
We will use the J.A expression for the PM signal at the slow frequency component $f_0$

$$U(t) = \sqrt{\frac{T_0}{2}} e^{j\Omega_0 t} \left[ e^{j\alpha} \sum_{m=-\infty}^{\infty} J_m(\beta) e^{jm(v_0 t + \gamma)} e^{jn\psi (f_0 t + \delta)} - 1 \right]$$  \hspace{1cm} (85)$$

We will rearrange this optical field expression at the MZM output

$$U(t) = \sqrt{\frac{T_0}{2}} e^{j\Omega_0 t} \left[ e^{j\alpha} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} J_m(\beta) J_n(m\psi) e^{j[m(v_0 + n f_0) t + m\gamma + n\delta]} - 1 \right]$$  \hspace{1cm} (86)$$

inserting the optical carrier frequency to the infinite sums in order to see the complete optical spectrum

$$U(t) = \sqrt{\frac{T_0}{2}} e^{j\Omega_0 t} \left[ e^{j\alpha} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} J_m(\beta) J_n(m\psi) e^{j[(\Omega_0 + m v_0 + n f_0) t + m\gamma + n\delta]} - e^{j\Omega_0 t} \right]$$  \hspace{1cm} (87)$$

Remark in this expression we indeed see an entire comb of slow frequency $nf_0$ around RF a comb of RF frequency $mv_0$. Under the assumptions of LTI system we can propagate the signal in the system using the convention of the Fourier transform.

$$Y(t) = \sqrt{\frac{T_0}{2}} \left[ e^{j\alpha} \sum_{m,n=-\infty}^{\infty} J_m(\beta) J_n(m\psi) e^{j(m\gamma + n\delta)} B(\Omega_0 + mv_0 + nf_0) e^{j\phi(\Omega_0 + mv_0 + nf_0) t} - B(\Omega_0) e^{j\Omega_0 t} e^{j\phi(\Omega_0)} \right]$$  \hspace{1cm} (88)$$

Since, $nf_0 \ll mv_0 \ll \Omega_0$, we shall make the following approximations:

1. the typical assumption is that the attenuation experienced by all the tones is identical.

$$\Rightarrow B(\Omega_0 + mv_0 + nf_0) \simeq B(\Omega_0)$$

2. the phase is developed using Taylor series for the DUT response, assumption being that the phase can be expressed as a Taylor expansion about carrier frequency

$$\Rightarrow \phi(\Omega_0 + mv_0 + nf_0) \simeq \phi(\Omega_0) + \frac{\partial \phi}{\partial \Omega_0}(mv_0 + nf_0) + \frac{1}{2} \frac{\partial^2 \phi}{\partial \Omega_0^2} (mv_0 + nf_0)^2 + ...$$

$$= \phi(\Omega_0) + \phi(mv_0 + nf_0) + \frac{1}{2} \phi(mv_0 + nf_0)^2 + ...$$

$$Y(t) = \sqrt{\frac{T_0}{2}} \left[ e^{j\alpha} \sum_{m,n=-\infty}^{\infty} J_m(\beta) J_n(m\psi) e^{j(m\gamma + n\delta)} B(\Omega_0) e^{j[\phi(\Omega_0) + \phi(mv_0 + nf_0) + \frac{1}{2} \phi(mv_0 + nf_0)^2]} \right].$$
A few minor calculations

\[
j \frac{1}{2} \phi \left[ (m \nu_0 + nf_0)^2 - (pqf_0)^2 \right] = j \frac{1}{2} \phi \left[ m^2 \nu_0^2 + 2mnf_0 \nu_0 + n^2 f_0^2 - p^2 \nu_0^2 - 2pqf_0 \nu_0 - q^2 f_0^2 \right] = \]

\[
j \frac{1}{2} \phi \left[ (m^2 - p^2) \nu_0^2 + 2(mn - pq) \nu_0 f_0 + (n^2 - q^2) f_0^2 \right].
\]

From the received field we find an expression for the optical power reaching a detector (being proportional to generated photocurrent):

\[
P(t) = Y(t) \cdot Y^*(t) = \frac{P_0}{4} B(\Omega_0)^2 \cdot \left[ 1 + \right.
\]

\[
- e^{-j\alpha} \sum_{m,n,p,q=-\infty} J_m(\beta) J_n(\mu) e^{-j(m\gamma + n\delta)} \cdot e^{-j\frac{1}{2} \phi(m \nu_0 + nf_0)^2} \cdot e^{-j(m \nu_0 + nf_0) (\phi + t)} + \]

\[
- e^{j\alpha} \sum_{m,n,p,q=-\infty} J_m(\beta) J_n(\mu) e^{j(m\gamma + n\delta)} \cdot e^{j\frac{1}{2} \phi(m \nu_0 + nf_0)^2} \cdot e^{j(m \nu_0 + nf_0) (\phi + t)} + \]

\[
+ \sum_{m,n,k,p,q} J_m(\beta) J_n(\mu) J_p(\nu) e^{j((m-p)\gamma + (n-q)\delta)} \cdot e^{j((m-p) \nu_0 + (n-q) f_0) (\phi + t)},
\]

\[
e^{j\frac{1}{2} \phi [(m^2 - p^2) \nu_0^2 + 2(mn - pq) \nu_0 f_0 + (n^2 - q^2) f_0^2]} \right].
\]
the contributions at frequency collect the contributions about DC according to an ideal mixer (using the system about DC (i.e. \(q=1\) MPS with Audio and \(q=2\) 2nd order MPS with Audio). We

\[
\begin{align*}
&\cos \left( \alpha + \frac{\phi}{2}(k v_0 + n f_0)^2 \right) \\
&\sin \left( \alpha + \frac{\phi}{2}(k v_0 + n f_0)^2 \right)
\end{align*}
\]

+ \sum_{m,n,k,l=-\infty}^{\infty} J_m(\beta)J_{m+k}(\beta)J_n(m\psi)J_{n+l}([m + k]\psi).

Now we can return the bottom if \(k\) is odd.

where \(\ldots\) formalism is introduced to denote that top element is chosen if \(k\) is even and bottom if \(k\) is odd.

The photocurrent can be demodulated using local oscillator at \(\sin(\nu_0 t)\) to find the response of the system about DC (i.e. \(q=1\) MPS with Audio and \(q=2\) 2nd order MPS with Audio). We collect the contributions about DC according to an ideal mixer (using \(k = \pm q\)). We then collect the contributions at frequency \(f_0\) (using \(l = \pm 1\)). During this selection process, summation of four index terms reduces to two indices (referred to as bi-term), while the summation of the two index terms reduces to a single term (now single term). The photocurrent can be simplified since the RF fading term primarily contributes from the term \(\frac{\nu_0}{2}(2m+k)\nu_0^2\) [20], since \(f_0 \ll \nu_0\), we can perform the following assumption \(\varphi(2n + l(m + k))\nu_0 f_0 + l(2n + l)f_0^2 \ll 1\) can be entirely neglected. The signal used by the LIA for extraction of the GD in the case of MPS with Audio is:

\[
V(t) = -\frac{B}{2}B(\Omega_0)^2 \sin (\nu_0 \phi + \gamma) \cdot \sin (f_0(\phi + t) + \delta).
\]

\[
\left\{ \sum_{m,n,k,l=-\infty}^{\infty} J_m(\beta)J_{m+1}(\beta)J_n(m\psi)J_n([m + 1]\psi) \cdot \sin \left( \frac{\phi}{2}(2m + 1)\nu_0^2 \right) + 2J_1(\beta)J_1(\psi) \sin \left( \alpha + \frac{\phi}{2}\nu_0^2 \right) \right\}
\]

and for the 2nd order MPS with Audio is

\[
V(t) = \frac{B}{2}B(\Omega_0)^2 \sin (2\nu_0 \phi + 2\gamma) \cdot \sin (f_0(\phi + t) + \delta).
\]

\[
\left\{ \sum_{m,n,k,l=-\infty}^{\infty} J_m(\beta)J_{m+2}(\beta)J_n(m\psi)J_n([m + 2]\psi) \cdot \cos \left( \frac{\phi}{2}(2m + 2)\nu_0^2 \right) - 2J_2(\beta)J_2(\psi) \cos \left( \alpha + \phi2\nu_0^2 \right) \right\}
\]

Usually the desired RF driving frequency is chosen to satisfy the requirement of \(\nu_0^2 \ll 1\), therefore avoiding signal extinction due to RF fading. Upon closer observation of these terms we can simplify these results.
In the case of MPS with Audio, the main contribution to the signal arises from the second term in the parenthesis of Eq. (95), $2J_1(\beta)J_1(\psi)\sin(\alpha)$, which originates from the beat between the +/−1st tones and the center carrier. As in standard MPS, the MZM bias point should be chosen to satisfy $\alpha = \pi/2$, thus working in the linear response regime of the MZM when the condition $\beta, \psi \ll 1$ is fulfilled.

In the case of 2nd order MPS with Audio, the main contribution to the signal arises from the bi-term (double infinite sum term in the brackets of Eq. (96), $J_m(\beta)J_{m+2}(\beta)J_n(\nu\psi)J_n'(\nu(\nu + 2\psi))$). The most prominent beat tone arises from the beat tone between the +1 and -1 sidetones, $J_{-1}(\beta)J_1(\beta)$. The remaining contributions are undesired, e.g. beat tone between the optical carrier and the 2nd sidetone $J_0(\beta)J_2(\beta)$. If the MZM bias point is chosen to satisfy $\alpha = \pi/2$, then the single term will disappear entirely, however the bi-term contribution remains present.

Therefore optimization of the modulation depths $\beta$ and $\psi$ and the MZM bias point $\alpha$ is required, in order to maximize the desired signal. In the case of MPS with Audio, setting both of the modulation depths $\beta, \psi = 1.841$. In the case of 2nd order MPS with Audio, we require maximum power transfer to the 1st sidetones, while desiring minimum power transfer to the 2nd undesired sidetones. However, when setting the MZM bias point $\alpha$ at an appropriate bias point, we can cancel the single term and bi-term contributions of the response at $J_2(\beta)$ (i.e. $m=0$, $n=0$ and $m=-2$, $n = \pm1$). Upon fulfillment of the condition

$$-2J_2(\beta)J_1(2\psi) \left[ J_0(\beta)\cos \left( \frac{\phi}{2} \nu_0^2 \right) + \cos \left( \alpha + \frac{\phi}{2} \nu_0^2 \right) \right] = 0 \quad (97)$$

we can simplify Eq. (97), in case we have negligible RF fading $\nu_0^2 \ll 1$. Therefore, setting $\alpha = \arccos(-J_0(\beta))$, will eliminate the $J_0(\beta)J_2(\beta)$ contribution. A 20dB difference in between the desired and undesired contributions, is achieved by setting the RF modulation depths $\beta = 0.341$, the audio modulation depth $\psi = 0.921$.

In confirmation of our analysis (Jacobi-Anger and small signal), we can demonstrate that the full analytic derivation converges to the small signal analysis preformed in section 2 by assuming $\beta, \psi \ll 1$, and expanding the Bessel J-th function of the first kind using the small value approximation, 2nd order at most. Then we can conclude that the full analysis mixer output, which is described in Eq. (95) and (96), converges to the small signal analysis mixer output, which is described by Eqs. (72) and (77).

Note that standard MPS technique (without audio) can also be derived from Eq. (94), by setting the condition $\psi = 0$. Thus $n=0$ and $l=0$, since $J_n(0) = 0$ except for $n=0$ and $J_0(0) = 1$. Then the photocurrent can be demodulated using $\sin(\nu_0 t)$ to find the response of the system at DC. We collect the contributions at DC according to an ideal mixer (using $k = \pm1$), obtaining:

$$V(t) = \frac{1}{4} B(\Omega_0)^2 \cos \left( \nu_0 \phi + \gamma \right) \cdot \left\{ 2J_1(\beta)\sin \left( \alpha + \frac{\phi}{2} \nu_0^2 \right) - \frac{1}{2} \sum_{m,n=\pm1}J_m(\beta)J_{m+1}(\beta) \sin \left( \frac{\phi}{2} (2m+1) \nu_0^2 \right) + 2J_{m-1}(\beta)\sin \left( \frac{\phi}{2} (2m-1) \nu_0^2 \right) \right\}$$

$$\approx \frac{P_0}{4} B(\Omega_0)^2 \beta \cdot \sin \left( \alpha + \frac{\phi}{2} \nu_0^2 \right) \cdot \cos \left( \nu_0 \phi + \gamma \right) \quad (98)$$
where the approximation made is of small modulation depths, hence $\beta \ll 1$.

Notice that the standard MPS result in Eq. (98) has a RF $\pi/2$ phase shift for the null point in comparison with MPS with Audio result in Eq. (95). We confirmed this result experimentally, as shown in Fig. 16. We further see that standard MPS signal nulling point at DC is not a well-defined value, while the slow varying frequency $f_0$ demonstrates signal nulling at a unique angle. We exploit the LIA high sensitivity and large dynamic range in measurement of the amplitude of frequency component $f_0$, allowing us to detect small phase changes at low $\nu_0$, thus overcoming the limitations imposed by the conventional MPS method. Measurement at the frequency component $f_0$ avoids the broad band 1/f noise of DC measurement.

Figure 16: Comparison of signal nulling measurements using DC and $f_0$ frequency Vs. RF phase delay.
4 Experimental realization of modified MPS

In both of our experimental apparatus we have chosen the RF carrier frequency 400 MHz in order to achieve ultra fine resolution. In case there will be a need to change the RF carrier frequency there will be a need to characterize the RF Phase Modulator (RF PM) at that specific frequency. In the appendix to this chapter the reader may find that the RF PM circuit has a different characteristic s-shape of the DC bias phase versus applied DC bias voltage. In order to resolve rapidly changing group delay we have in our lab three RF phase modulators in the following RF frequency range: 100-150 MHz, 366-446 MHz and 700-1000 MHz.

4.1 MPS with Audio apparatus

In order to address conventional MPS disadvantages there are two major conceptual changes in our scheme. The first is an introduction of RF PM in order to introduce a slow frequency component \( f_0 \) into the optical signal. The second is the introduction of the LIA which will lock upon the slow frequency component in order to avoid 1/f noise and solving limitations in rapidly changing group delay. Furthermore we can achieve a measurement resolution improvement. Our MPS with Audio apparatus complete circuit used with the RF frequency range of 366-446 MHz is depicted in Fig. 17.

The instruments appearing in this scheme are as following: slow (audio) frequency source and DC bias controls (Stanford Research Systems SR850 DSP Lock-In Amplifier), RF frequency source (Agilent 8341B Synthesizer Sweeper 10MHz-20GHz), tunable CW laser (Agilent 8164A Light-wave measurement system; 81640A), DC detectors (Agilent 81525A High power InGaAs optical heads with electrical bandwidth below 1 KHz), high speed detector (New Focus 1544-LF 12GHz Amplified PhotoReceiver), and LIA (Stanford Research Systems SR850 DSP Lock-In Amplifier).

The optical components are as following: manual polarization controller (Fiber Control FPC-2 Manual Polarization Controller), optical couplers (JDSU AC0190-A3 Optical Coupler 1%-90% & JDSU AC1000-A18-G3W Optical Coupler 10%-90%) and optical amplitude modulator (JDSU 10020427 10 GHz amplitude modulator). The electrical components are as following: bias tee (Picosecond Pulse Labs 5541A 80KHz-26GHz), low noise amplifiers (MiniCircuits ZX60-33LN Low Noise Amplifier 30-3000 MHz), fixed attenuators (MiniCircuits VAT-20 20 dB attenuator & VAT-6 6 dB attenuator), RF phase shifter (MiniCircuits JSPHS-446 Narrow band phase shifter 366-446 MHz), high pass filter (MiniCircuits SHP-100 High pass filter 90-2000 MHz), low pass filter (MiniCircuits SLP-50 Low pass filter DC-48 MHz), DC block (Picosecond Pulse Labs 5502C 20KHz-14GHz) and RF mixer (MiniCircuits ZFM-150).

Our experimental setup is comprised of a few electronic filters and a directional coupler which are used to filter unwanted signals which might interfere in the electronic signal processing. We have encountered a presence of audio signals even when we were blocking the optical path of the DUT. The physical source for this audio signals is impedance mismatch which causes reflection of signals in the electronic circuit. Therefore we have been interested in investigating these signals sources. At first we have used a simple RF broadband (DC-18GHz) 6 dB power divider which is consisted of a network of 3 equivalent resistors of 16.7Ω see Fig. 18(a) (Picosecond Pulse Labs 5330A 6 dB Power divider). The experimental setup used to characterize these reflections is depicted in Fig. 19. We have found out that of the RF PM have shown us that both of
the RF port input and output there exhibit a leakage of the slow frequency component $f_0$ see Fig. 20(a) around DC signal. Further investigation of our RF Phase Modulator (PM) revealed reflection our RF, $\nu_0$, phase modulated signal back to the power divider, shown in Fig. 20(b) around $\nu_0 = 400 MHz$ signal, passing through to the Local Oscillator (LO) port of the RF mixer. In order to decrease this reflections we are using a directional coupler 5-2000MHz while using it’s coupling port to feed the RF PM see Fig. 18(b). Therefore for all of our designated phase modulators we are using a high pass filter in the frequency range of 90-2000MHz in order to filter this slow frequency component from arriving to the optical domain, which after detection can leak from the RF port of the RF mixer to the IF port and interfering with our desired signal.
Figure 17: Schematic of MPS with Audio complete circuit
A bias tee is used to supply a DC+AC signal to both of the RF PM bias ports. A low noise amplifier and a fixed attenuator are used to adjust the power level to a maximum level 0 dBm at the PM RF input port. A DC block, frequency bandwidth of 20Khz-14GHz, since the high speed detector detector output currently available to us in the lab needs to be connected to a DC block. A low pass filter DC-48 MHz is used to filter the unwanted signals at the RF mixer output, also to avoid strong signals from arriving to the LIA input and distributing it’s circuits.

Upon changing of the RF PM there is also a necessity to change the fixed attenuators in order to set the optimal RF power level at 0 dBm at the PM RF input and +10 dBm Local Oscillator (LO) at the LO port of the RF mixer.
4.2 2nd order MPS with Audio apparatus

In order to address conventional MPS disadvantages there are three major conceptual changes in our scheme. The first is an introduction of RF Phase Modulator (PM) in order to introduce a slow frequency component $f_0$ into the optical signal. The second is the introduction of the LIA which will lock upon the slow frequency component in order to avoid 1/f noise and solving limitations in rapidly changing group delay. The third is the introduction of the RF X2 frequency multiplier which will demodulate the $2f_0$ harmonics. Furthermore we can achieve a measurement resolution improvement. Our 2nd order MPS with Audio apparatus complete circuit used with the RF frequency range of 366-446 MHz is depicted in Fig. 21.

The instruments appearing in this scheme are as following: slow frequency source and DC bias controls (Stanford Research Systems SR850 DSP Lock-In Amplifier), RF frequency source (Agilent 8341B Synthesizer Sweeper 10MHz-20GHz), tunable CW laser (Agilent 8164A Lightwave measurement system; 81640A), DC detectors (Agilent 81525A High power InGaAs optical heads with electrical bandwidth below 1 KHz), high speed detector (New Focus 1544-LF 12GHz Amplified Photoreceiver), and LIA (Stanford Research Systems SR850 DSP Lock-In Amplifier). The optical components are as following: manual polarization controller (Fiber Control FPC-2 Manual Polarization Controller), optical couplers (JDSU AC1900-A18-G3W Optical Coupler 10%-90%) and optical amplitude modulator (JDSU 10020427 10 GHz amplitude modulator). The electrical components are as following: bias tee (Picosecond Pulse Labs 5541A 80KHz-26GHz), low noise amplifiers (MiniCircuits ZX60-33LN Low Noise Amplifier 50-3000 MHz), fixed attenuators (MiniCircuits VAT-6 6 dB, VAT-12 12 dB & VAT-20 20 dB attenuators), RF phase shifter (MiniCircuits JSPHS-446 Narrow band phase shifter 366-446 MHz), high pass filters (MiniCircuits SHP-100 High pass filter 90-2000 MHz & SHP-600 High pass filter 600-3000MHz), low pass filter (MiniCircuits SLP-50 Low pass filter DC-48 MHz), DC block (Picosecond Pulse Labs 5502C 20KHz-14GHz), x2 frequency multiplier (MiniCircuits FK-3000 x2 Frequency multiplier 70-1500MHz) and RF mixer (MiniCircuits ZFM-150).

Our experimental setup is comprised of a few electronic filters and a directional coupler which are used to filter unwanted signals which might interfere in the electronic signal processing. As described in the previous section, the physical source for this audio signals is impedance mismatch which causes reflection of signals in the electronic circuit. In order to decrease this reflections we are using a directional coupler 5-2000MHz while using it's coupling port to feed the RF PM. Further investigation of the RF PM have shown us that both of the RF port input and output there exhibit a leakage of the slow frequency component $f_0$ around DC signal. Therefore for all of our designated phase modulators we are using a high pass filter in the frequency range of 90-2000MHz in order to filter this slow frequency component from arriving to the optical domain, which after detection can leak from the RF port of the RF mixer to the IF port and interfering with our desired signal. A bias tee is used to supply a DC+AC signal to both of the RF PM bias ports. A low noise amplifier and a fixed attenuator are used to adjust the power level to 0 dBm at the PM RF input port.
The x2 frequency multiplier, input range 70-1500 MHz, is connected to the output port of the directional coupler. Since the frequency multiplier is a nonlinear device several harmonics are
created at the component output (1st, 2nd, 3rd and 4th \( \nu_0 \) harmonics). Since we are interested only in the 2nd harmonics we are using a high pass filter 600-3000MHz which decreases the 1st harmonics at approximately 30 dB. Without the use of the high pass filter all of these harmonics are multiplying our photocurrent, which has DC, \( \nu_0 \) and \( 2\nu_0 \) terms, thus contributing a non desired term (photocurrent \( \nu_0 \) term) to our desired signal at the IF port of the RF mixer. A low noise amplifier and a fixed attenuator are used to adjust the power level to +10 dBm at the RF mixer LO port.

Upon changing of the RF PM there is also a necessity to change the high pass filter accordingly, which is located at the frequency multiplier output and used to lower the 1st harmonics output of the frequency multiplier, in order to get a better dynamic range between the 1st and 2nd harmonics output of the frequency multiplier. Of course there will also need to be a change of the fixed attenuators in order to set the optimal RF power at 0 dBm at the PM input and +10 dBm Local Oscillator (LO) at the LO port of the RF mixer.

A DC block, frequency bandwidth of 20Khz-14GHz, since the high speed detector detector output currently available to us in the lab needs to be connected to a DC block. A low pass filter DC-48 MHz is used to filter the unwanted signals at the RF mixer output, also to avoid strong signals from arriving to the LIA input and distributing it’s circuits.

In Fig. 22 we can see how the signal is passing in our apparatus. I have inserted pictures of the RF power spectrum in order to demonstrate that. We have an entire controllable comb of slow frequency component \( f_0 = 100 \text{KHz} \) around the RF modulation frequency \( \nu_0 = 400 \text{MHz} \). We can see that the Local Oscillator (LO) signal at the RF mixer LO port is clean from any speckles due to all the additional filtering elements in the circuit. After detection we can see all the beating signals, an entire comb of slow frequency component \( f_0 = 100 \text{KHz} \) around the RF frequency \( \nu_0 = 400 \text{MHz} \) and around 2xRF frequency \( 2\nu_0 = 800 \text{MHz} \). At the RF mixer IF port we can see that our slow varying component exist and has been preserved in our apparatus!

![Figure 22: Schematic of 2nd order MPS with Audio - low frequency signal preserved in our apparatus](image)
4.3 Appendix: Apparatus components characterization

Since the RF x2 frequency multiplier is a nonlinear device it contains in its output not only the desired 2nd harmonics, but also the 1st, 3rd, and 4th harmonics. We are interested only in the 2nd harmonics. Therefore we have used the RF Spectrum Analyzer to read the frequency multiplier output in order to characterize the behavior of the frequency multiplier see Fig. 23. We have found the behavior of the multiplier to be dependent on the input power arriving to the frequency multiplier see Fig. 24. The most efficient working point for our apparatus demands that the 2nd harmonics will be the strongest as possible, while the 1st harmonics will be lowest as possible. In the 2nd order MPS with Audio apparatus a high pass filter is connected at the frequency multiplier output in order to attenuate the 1st harmonics by additional 30dB. Since the desired demodulation at the photodiode output is of the $2\nu_0$ beat term, while the $\nu_0$ beat term might contribute to unwanted signal.

![Figure 23: Schematic of x2 frequency doubler power sweep characterization](image)

![Figure 24: x2 Frequency doubler characterization](image)

In order to demonstrate the influence High Pass Filter (HPF) we have measured its RF spectrum at the HPF connected to the x2 frequency multiplier output. We will summarize the results in Tab. 1.
Every passive component we have used in our apparatus has been measured for Insertion Loss (IL) according to the following simple setup utilizing a broadband source as a white light source see Fig. 25. In order to measure IL before connecting the passive DUT we have measured the power that goes through our patch cord fibers which we will be using to connect to the DUT. Afterwards we connect the DUT with these patch cords and subtract from the measured spectra the patch cords spectra thus obtaining our DUT IL. In order to characterize the optical couplers splitting ratio (in percentage) we have measured how much power is transmitted to each port. Then each port was divided by the total output power in order to obtain the DUT splitting ratio in percentage.

Table 1: x2 Frequency doubler harmonic output comparison without/with HPF

<table>
<thead>
<tr>
<th>x2 Frequency multiplier harmonics</th>
<th>without HPF [dBm]</th>
<th>with HPF [dBm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>-25.25±0.05</td>
<td>-61.00±0.05</td>
</tr>
<tr>
<td>2nd</td>
<td>0.45±0.05</td>
<td>0.05±0.05</td>
</tr>
<tr>
<td>3rd</td>
<td>-27.45±0.05</td>
<td>-29.35±0.05</td>
</tr>
<tr>
<td>4th</td>
<td>-14.35±0.05</td>
<td>-15.25±0.05</td>
</tr>
</tbody>
</table>

The RF phase versus applied DC bias was obtained using an oscilloscope A/D converter, and the phase shifts were extracted in Matlab from the parameter fitting of a sine function to the sampled data of both the reference channel (RF directional coupler output) and the RF phase shifter output channel.

![Figure 25: Schematic of optical passive components characterization setup](image)

![Figure 26: RF phase modulator 400 MHz phase shift Vs. DC bias characterization](image)

Each RF carrier frequency demonstrates a different characteristic s-shape this is why preforming
RF frequency sweep changes the relative phase shift. The RF PM circuit does not create second harmonics of the RF carrier.

The PM circuit allows us to control of the audio comb around the RF carrier. In order to demonstrate this behavior I have attached here are 2 power spectrum pictures in Fig. 27 of the PM output at 2 different audio AC Voltages 0.5 Volt and 1.2 Volt.

![Figure 27: Controllable audio comb demonstration](image)

The RF carrier passes a little of his energy to the audio comb as can be seen from these graphs, we can see that the audio comb different harmonics arises as the audio AC voltage increases see Fig. 29. We can also notice the saturation of the comb as expected from theory (Jacobi-Anger expansion).

![Figure 28: PM output - RF carrier and audio tones power Vs. audio AC voltage](image)

(a) measured RF carrier 400 MHz power while sweeping audio AC voltage (b) measured audio tone comb relative to the RF carrier 400 MHz while sweeping audio AC voltage. Notice that the audio tone comb gains more harmonics as the audio AC voltage is increased, moreover there is also a saturation in this increased sidetones power.

We can see that the RF mixer has a linear dynamic range of about 80 dB see Fig. 29. Moreover we have a conversion loss of about 5dB see Fig. 30. The RF mixer LO-RF isolation for LO power +10dBm @ 400 MHz RF carrier is 39.05 ± 0.05dB. The LO-IF isolation for LO power...
+10dBm @ Rf carrier 400 MHz is 36.05 ± 0.05dB. The RF mixer LO-RF isolation for LO power +10dBm @ 800 MHz RF carrier is 39.05 ± 0.05dB. The LO-IF isolation for LO power +10dBm @ Rf carrier 800 MHz is 29.35 ± 0.05dB.

ZFM-150 RF Mixer Characterization @ IF 100 KHz Vs. RF Power Sweep

![Graph](image1)

Figure 29: RF mixer characterization IF 100 KHz

ZFM-150 RF Mixer Conversion Loss Characterization

![Graph](image2)

Figure 30: RF Mixer conversion loss characterization

The conversion loss defined as the output power difference at the IF port relative to the summation of the RF and LO ports power.
5 Optical devices characterization results and discussion

The characterization apparatus has been realized in our lab using commercially available optical and electrical components. We set $\nu_0 = 400$ MHz, demonstrating the high sensitivity extraction even at such low RF driving frequency. Due to resolution limit of the Optical Spectrum Analyzer (OSA) in such low RF driving frequency we cannot use optical spectrum analysis method directly to measure the MZM output field power spectrum [31]. Care was taken to prevent higher RF tones (i.e. above 1st order) in the MZM output field, which could interfere with the desired measurement. $f_0$ is set to 50KHz, matching the bandwidth of our LIA (SRS model 850). The chosen LIA conveniently provides both DC bias controls and the slow varying (audio) signal which has been inserted into the optical domain and processed using standard electronic circuits. Care was taken to prevent RF leakages in the electronic circuitry, which could interfere with the measurement of weak signals. The apparatus was used for characterization of dispersion compensating devices and optical components.

We measured several component categories and fibers to demonstrate the measurement technique. At each wavelength step, the GD term is extracted. All the presented data points obtained using the apparatus are without data averaging, smoothing or processing. In essence, the LIA provides a degree of averaging through its integration time. Currently the measurement time for a single optical carrier step takes relatively long time due to GPIB bus limits on signaling and data transfer (each RF phase bias sweep and data transfer takes $\sim 7$ sec). Future commercialization of the apparatus can reduce the measurement time dramatically by introducing custom electronics.

5.1 MPS with Audio

5.1.1 Dispersion Compensating Fiber (DCF) modules

Measurements of Dispersion Compensating Fiber (DCF) modules are depicted in Fig. 31. The DCF exhibit nearly flat amplitude response and a nearly linear relation of GD vs. $\lambda$ (almost constant CD). After unwrapping the GD data points and curve fitting to a 2nd degree polynomial, the dispersion and dispersion slope are extracted in Fig. 32. In Fig. 31 the left DCF module demonstrated CD of $-298.21$ ps/nm with dispersion slope of $-2.55$ ps/nm$^2$, while the right DCF module demonstrated CD of $-1346.5$ ps/nm with dispersion slope of $-1.97$ ps/nm$^2$. These results are obtained from measurements spanning 5 nm only. The long fiber length of the DCF modules ($\sim 1.1$ km) prevented us from conducting comparative measurements using the interferometer technique, due to coherence length limitations.
5.1.2 Arrayed Waveguide Planar Lightwave Circuit (AWG PLC) against reflective mirror

Example of high resolution optical component measurement is depicted in Fig. 34, in this case a custom Arrayed Waveguide Grating with 100GHz Free Spectral Range (FSR) Planar Lightwave Circuit (AWG PLC) against reflective mirror (see reference [32, 33] for device illustration and abbreviation). CD of -564 ps/nm are extracted from the group delay measured slope. The $f_0$ audio AC voltage was set to 0.3Volt and the laser intensity was set to maximum. The apparatus was connected to the AWG PLC through a circulator. Input port (port 1) was connected to MPS with audio, port 2 was connected to the AWG PLC and the output port (port 3) was connected to the 2nd optical coupler of MPS with audio apparatus see Fig. 33.
In order to evaluate the apparatus dynamic range, IL tolerance, we have made an additional experiment in which the $f_0$ audio ac voltage was set to be constant through this sweep to 1.929 Volt and the laser intensity was swept, since all of the optical signals are predominated by the optical carrier power level see Fig. 35. Comparison of the extracted chromatic dispersion values are listed in Tab. 2. As we can see from the chromatic dispersion extraction using linear fitting to the group delay values the optical carrier IL tolerance is 16.38 dB (the minimum output power of the laser relative to the maximum optical power in this wavelength range) see Fig. 36.
Figure 35: AWG PLC against mirror insertion loss and group delay comparison versus laser optical power

Laser optical power [dBm] | Chromatic dispersion [ps/nm] |
---|---|
3.37 | -517.13 |
-0.63 | -514.64 |
-4.63 | -533.48 |
-8.63 | -510.52 |
-12.63 | -504.40 |
-13.01 | -511.81 |

Table 2: AWG PLC against mirror chromatic dispersion versus laser optical power

From this group delay linear fittings we can see a chromatic dispersion value of -511.81 [ps/nm] at the lowest optical carrier power level. According to the theoretical value this PLC should exhibit a chromatic dispersion of 530 [ps/nm]. Thus we have measured a relatively close value to the theoretical value with an error of 18.19 [ps/nm] (3.43% error from the theoretical value).
This error might be caused from a chromatic dispersion in the circulator, or perhaps from the low coupling efficiency of the mirror (10 dB IL on the center wavelength) and the insertion loss curvature induced by the radius of the cylindrical lens at the AWG PLC output. This insertion loss curvature may contribute to a summing of two phasors which are not equal in their power spectrum power and therefore one of the phasors will dominate in the MPS with Audio apparatus.

We set another experiment in order to check the MPS with Audio technique tolerance to insertion loss. We have inserted a tunable attenuator at the circulator input port in order to emulate insertion tolerance of the signals see Fig. 35, same experimental setup see Fig. 33. The $f_0$ audio AC voltage was held constant 1.5Volt through the laser optical power sweep. Chromatic dispersion extraction from linear fitting to the group delay is given as an example see Fig. 39. The extracted chromatic dispersion fitting values from the group delay linear fittings are summarized in Tab. 3.

Figure 37: AWG PLC against mirror insertion loss and group delay comparison versus tunable attenuation

- Group delay values up to IL of 23.5dB appear to be the same, while another increase in the IL give a noisy measurement of the group delay.
In order to estimate the MPS with Audio optical dynamic range of the system we can define an error range of 5%. Therefore if will consider the smallest attenuation (3.5dB) as a reliable measurement then five percent error (30 ps/nm) means that our optical dynamic range is at 18.5dB, since the best coupling in between the AWG PLC and the mirror is 10 dB.

Since we have an electrical controllable RF phase modulated comb, which is transmitted to an optical signal comb we can try and increase the dynamic range of the apparatus from the electrical power spectrum. Therefore we have measured the same experimental setup while maintaining a constant optical power of 3.37dBm, while sweeping the $f_0$ audio AC voltage (see Fig. 39 on the following page).
Figure 39: AWG PLC against mirror Insertion Loss and group delay while sweeping $f_0$ audio AC Voltage

Chromatic dispersion extraction from linear fitting to the group delay is given as an example in Fig. 40. The extracted chromatic dispersion values from the group delay linear fittings are summarized in Tab. 4.

Figure 40: AWG PLC against mirror group delay linear fitting: $f_0$ audio AC Voltage 1.5Volt

<table>
<thead>
<tr>
<th>$f_0$ audio AC voltage [Volt]</th>
<th>Chromatic dispersion [ps/nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.300</td>
<td>-564.21</td>
</tr>
<tr>
<td>0.700</td>
<td>-552.09</td>
</tr>
<tr>
<td>1.500</td>
<td>-554.42</td>
</tr>
<tr>
<td>1.929</td>
<td>-540.70</td>
</tr>
</tbody>
</table>

Table 4: AWG PLC against mirror chromatic dispersion versus $f_0$ audio AC voltage comparison

In conclusion the MPS with Audio apparatus has an optical dynamic range of 28.5dB or equivalently 2.8% error in chromatic dispersion extraction. Moreover in another set of measurements
(see Tab. 4) while holding the optical power as constant and changing the audio AC voltages values thus increasing the optical comb sampling the DUT spectra, for $f_o$ audio AC voltage 1.5Volt we have measured a value of -554.42 [psec/nm] (11.45% error from this measured value in the dynamic range limit of the MPS with Audio apparatus). We need to mention that we have also measured the group delay of the tunable attenuator (attenuation values of 3.5, 13.5, 23.5dB; in the defined optical dynamic range of the MPS with Audio apparatus). In a separate measurement we didn’t find any contribution to group delay or chromatic dispersion values in the measured wavelength sweep range. This measured value is not far from the theoretical value of 530 [psec/nm] (16.6% error from the theoretical value). As it is known that this AWG PLC has Polarization Dependent $\lambda$ (PD$\lambda$) of 2dB. It is also possible that in these measurement the PDL and PD$\lambda$ was worse (since I have measured a polarization dependence of 6-8dB at the DC output detector, while changing the polarization with polarization controller at the circulator input port).

Furthermore, in another set of measurements (see Tab. 4 on the previous page) while holding the optical power as constant and changing the audio AC voltages values thus increasing the optical comb sampling the DUT spectra, for $f_o$ audio AC voltage 1.929Volt we have measured a value of -540.70 [psec/nm]. This measured value is not far from the theoretical value of 530 [psec/nm] (2% error from the theoretical value).

5.1.3 DWDM Demux

A final example of an optical component is a DWDM 20 channels 200 GHz spacing demux (Fig. 41). The MPS with Audio results are compared with a LUNA Optical Vector Analyzer (LUNA OVA model CTe), which is based on interferometer technique [10]. We have performed characterization of ETEK Dynamics C-band 20 channels DWDM Demux (model no. DWDM2YM3CRV01) with the MPS with Audio technique using audio tone oscillating voltage ($V_{ac} = 1.2$Volt). In order to cover all the DWDM demux spectra we have decided to measure 3 channels: 1, 13 and 20. The Insertion Loss (IL) characterization and the chromatic dispersion agree in between the two techniques. Results at low IL compare well, whereas the phase estimates for the LUNA becomes unreliable at high IL values. Even the LUNA OVA measurement was acquired 200 samples it was still needed to play with the DSP capabilities of the LUNA in order to remove the noise from its measurements by narrowing the filter bandwidth in order to cut high frequency components which translates to oscillations that can be demonstrated in channel 20. When performing a better filtering of this noise the chromatic dispersion behavior is seen clearer (see channels 1 and channel 13).

Figure 41: DWDM Demux MPS with Audio & LUNA OVA insertion loss and chromatic dispersion comparison
The MPS with Audio technique has an electrical RF PM controllable comb which is been transported through the DUT optical spectra. As the audio oscillating voltage increased there is a slight drift in measuring the group delay absolute value see Fig. 43 left side. However when calculating the local group delay slope we can see that all these drifts are filtered out and that there is a good agreement no matter the chosen audio tone oscillating voltage see Fig. 43 right side.

Figure 42: DWDM Demux channel 1 - MPS with Audio insertion loss, group delay and chromatic dispersion comparison Vs. \( f_0 \) audio AC Voltage

5.2 2nd order MPS with Audio

5.2.1 Dispersion Compensating Fiber (DCF) modules

Measurements of Dispersion Compensating Fiber (DCF) modules are depicted in Fig. 44. The DCF exhibit nearly flat amplitude response and a nearly linear relation of GD vs. \( \lambda \) (almost constant CD). After unwrapping the GD data points and curve fitting to a 2nd degree polynomial, the dispersion and dispersion slope are extracted in Fig. 45. In Fig. 44 the left DCF module demonstrated CD of -299.42 ps/nm with dispersion slope of -4.5 ps/nm^2, while the right DCF module demonstrated CD of -1344.6 ps/nm with dispersion slope of -2.4 ps/nm^2. These results are obtained from measurements spanning 5 nm only. The long fiber length of the DCF modules (~ 1.1km) prevented us from conducting comparative measurements using the interferometer technique, due to coherence length limitations.
5.2.2 Arrayed Waveguide Planar Lightwave Circuit (AWG PLC) against reflective mirror

Example of high resolution optical component measurement is depicted in Fig. 5.2.2, in this case a custom Arrayed Waveguide Grating with 100GHz Free Spectral Range (FSR) Planar Lightwave Circuit (AWG PLC) against reflective mirror (see reference [32, 33] for device illustration and abbreviation). CD of -566 ps/nm are extracted from the group delay measured slope. The $f_0$ audio AC voltage was set to 0.3Volt and the laser intensity was set to maximum.
We have repeated the experiment of AWG PLC against mirror see experiment on Fig. 34 on page 63. I have applied the current 2nd order MPS with Audio apparatus using the RF broadband amplifier and setting the optical bias point at maximum transfer regime of the optical AM modulator (V_{bias}=3.0\text{Volt}) the f_0 audio AC voltage was set to 1.929V Volt. As can be seen in Fig. 46 as the laser output power is decreased a curvature of the group delay starts to arise at attenuation level of 12.00dB (optical power -8.63dBm). Linear group delay fitting are given as an example in Fig. 47. The extracted chromatic dispersion values are summarized in Tab. 5.
Figure 47: Group delay linear fitting optical power attenuated 12.00dB

![Figure 47](image)

Table 5: AWG PLC against mirror chromatic dispersion versus laser optical power

<table>
<thead>
<tr>
<th>Laser optical power [dBm]</th>
<th>Chromatic dispersion [ps/nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.37</td>
<td>-680.92</td>
</tr>
<tr>
<td>0.37</td>
<td>-684.61</td>
</tr>
<tr>
<td>-2.63</td>
<td>-699.87</td>
</tr>
<tr>
<td>-5.63</td>
<td>-704.04</td>
</tr>
<tr>
<td>-8.63</td>
<td>-738.25</td>
</tr>
<tr>
<td>-11.63</td>
<td>-840.83</td>
</tr>
<tr>
<td>-13.01</td>
<td>-838.10</td>
</tr>
</tbody>
</table>

From this group delay linear fittings we can see a chromatic dispersion value of -680 [psec/nm] at the highest optical carrier power level, in agreement with the \( f_0 \) audio AC Voltage sweep measured results (see Tab. 6 on the following page), \( f_0 V_{ac} = 1.929 \text{Volt} = -682.37 \text{[psec/nm]} \). According to the theoretical value this PLC should exhibit a chromatic dispersion of 530 [psec/nm]. Thus we have measured a discrepancy in the chromatic dispersion value. Once more this measured value is far from the theoretical value of 530 [psec/nm]. It is known that this AWG PLC has Polarization Dependent \( \lambda \) (PDL) of 2dB.

We have measured the same experimental setup while maintaining a constant optical power of 3.37dBm, while sweeping the \( f_0 \) audio AC voltage see results in Fig. 48. The extracted chromatic dispersion values from the group delay linear fittings are summarized in Tab. 6.
In order to estimate the 2nd order MPS with Audio optical dynamic range of the system we can define an error range of 5%. Therefore if we will consider the smallest attenuation (0.0dB) as a reliable measurement then five percent error (34 ps/nm) means that our optical dynamic range is at -5.63dBm (10 dB attenuation). Since the largest coupling in between the AWG PLC and the mirror is 10 dB as can be seen in the insertion loss curves in Fig. 46 on page 71.

In conclusion the 2nd order MPS with Audio apparatus has an optical dynamic range of 20.0dB or equivalently 3.2% error in chromatic dispersion extraction.

### 5.2.3 DWDM Demux

A final example of an optical component is a DWDM 20 channels 200 GHz spacing demux (Fig. 49). The MPS with Audio results are compared with a LUNA Optical Vector Analyzer (LUNA OVA model CTe), which is based on interferometer technique [10]. We have preformed characterization of ETEK Dynamics C-band 20 channels DWDM Demux (model no. DWDM2YM3CRV01) with the MPS with Audio technique using audio tone oscillating voltage ($V_{ac} = 1.2$Volt). In order to cover all the DWDM demux spectra we have decided to measure 3 channels: 1, 13 and 20. The Insertion Loss (IL) characterization and the chromatic dispersion agree in between the two techniques. Results at low IL compare well, whereas the phase estimates for the LUNA becomes unreliable at high IL values. 2nd order MPS demonstrates less noisy measurements in comparison with the LUNA.

---

**Table 6: AWG PLC against mirror chromatic dispersion versus $f_0$ audio AC voltage comparison**

<table>
<thead>
<tr>
<th>$f_0$ audio AC voltage [Volt]</th>
<th>Chromatic dispersion [ps/nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.300</td>
<td>-506.09</td>
</tr>
<tr>
<td>0.7000</td>
<td>-579.61</td>
</tr>
<tr>
<td>1.200</td>
<td>-621.37</td>
</tr>
<tr>
<td>1.500</td>
<td>-630.74</td>
</tr>
<tr>
<td>1.929</td>
<td>-682.37</td>
</tr>
</tbody>
</table>

**Figure 48: AWG PLC against mirror Insertion Loss and Group Delay versus $f_0$ audio AC Voltage**
The 2nd Order MPS with Audio technique has an electrical RF PM controllable comb which is been transported through the DUT optical spectra. As the audio oscillating voltage increased there is a slight drift in measuring the group delay absolute value see Fig. 51 left side. However when calculating the local group delay slope we can see that all these drifts are filtered out and that there is a good agreement no matter the chosen audio tone oscillating voltage see Fig. 51 right side.

Figure 50: DWDM Demux channel 1 - 2nd Order MPS with Audio insertion loss, group delay and chromatic dispersion comparison
6 Conclusions and future research

We introduce a frequency dither of the RF modulation drive which drives the MZM, using a PM modulation at low (audio) frequency. Signal analysis of the system demonstrates that the audio phase information is preserved in the E/O/E conversion. In contrast to the MPS technique, we measure the RF phase accumulation with an harmonic term oscillatory at the audio frequency, instead of comparing phases of RF frequency. The measured phase term still depends on the phase delay experienced by the RF tones. We presented a full analytic response of the modified MPS technique, and compared it to the traditional small signal approximation. We performed optimization of the modulation depths and the MZM bias point in order to maximize the desired signal contribution, while suppressing the undesired contributions (see Appendix 3.2). The 2nd order MPS technique does not suffer from RF fading at all, since we extract the GD from the symmetric beat tone of the +1 and -1 sidetones, at a cost of lower signal amplitude in comparison with standard MPS.

Our approach exploits the high sensitivity and large dynamic range of a LIA to extract the low (audio) frequency amplitude. The RF frequency is used to sample the GD, while the audio frequency is used for the LIA measurement. Thus, enabling the use of a low RF driving frequency as necessary for precise measurement of components exhibiting fine spectral features such as microresonators and slow light devices.

Moreover, an elegant solution to the ambiguity problem typically found in phase measurements is suggested, with the help of the RF phase offset. We demonstrated that modifying the MPS technique by introducing the audio secondary modulation and using the LIA improves the GD measurement resolution in case of devices with fine spectral resolution. Also the apparatus can measure fine structure as well as long devices, as it isn’t limited by coherence length. A comparison summarizing the differences in between MPS with Audio and 2nd order MPS with Audio in Tab. 7.

<table>
<thead>
<tr>
<th>MPS with Audio</th>
<th>2nd order MPS with Audio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal suffer from RF fading</td>
<td>Yes</td>
</tr>
<tr>
<td>Demodulation frequency</td>
<td>$v_0$</td>
</tr>
<tr>
<td>Electrical phase change</td>
<td>$360 \cdot D \cdot v_0 \cdot \Delta \lambda_0$</td>
</tr>
<tr>
<td>GD measurement without ambiguity</td>
<td>$(0,1/(2v_0))$</td>
</tr>
</tbody>
</table>

Table 7: Comparison table in between MPS with Audio and 2nd order MPS with Audio

In conclusion, the modified MPS technique was investigated and was successfully demonstrated in measurement of several component categories and fibers. The future work with the apparatus noise analysis of the apparatus can be conducted with HCN gas cell, which can be used as a known physical reference [34]. A polarization controller can be added to the apparatus as part of an all parameter station, to extract DUT’s polarization dependencies. In order to avoid electrode charging and reduce drift in the measurement, the MZM can be driven with a slow varying AC signal instead of the DC signal (i.e. frequency component lower then the sweep rate of the RF phase shift DC bias).
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7 Appendix A: Modified MPS - photocurrent simplification

We recall the expression for the optical power reaching a detector (being proportional to generated photocurrent):

\[
P(t) = Y(t) \cdot Y^*(t) = \frac{B^2}{4} B(\Omega_0)^2 \cdot \left[ 1 + \right. \]

\[-e^{-j \alpha} \sum_{m,n=-\infty}^\infty J_m(\beta) J_n(m \psi) e^{-j(m \gamma + n \delta)} e^{-j \frac{1}{2} \phi(m \nu_0 + n f_0)} e^{-j(m \nu_0 + n f_0) (\phi + t)} +
\]

\[-e^{j \alpha} \sum_{m,n=-\infty}^\infty J_m(\beta) J_n(m \psi) e^{j(m \gamma + n \delta)} e^{j \frac{1}{2} \phi(m \nu_0 + n f_0)} e^{j(m \nu_0 + n f_0) (\phi + t)} +
\]

\[+ \sum_{m,n=-\infty}^\infty J_m(\beta) J_n(m \psi) J_p(\beta) J_q(p \psi) e^{j((m-p) \gamma + (n-q) \delta)} e^{j((m-p) \nu_0 + (n-q) f_0) (\phi + t)}, \]

\[e^{j \frac{1}{2} \phi([m^2 - p^2] \nu_0^2 + 2(mn-pq) \nu_0 f_0 + (n^2-q^2) f_0^2]} \right].
\]

In order to deal with the two infinite sum terms we will use the following approach, taking each infinite sum to 2 sums while substituting a variable with its minus variable on one of the infinite sums.

\[-e^{-j \alpha} \sum_{k,n=-\infty}^\infty J_k(\beta) J_n(k \psi) e^{-j[k \nu_0 (\phi + t) + \gamma]} \cdot e^{-j \frac{1}{2} \phi(k \nu_0 + n f_0)^2} \cdot e^{-j[(n \nu_0 (\phi + t) + \delta)]}
\]

\[-e^{j \alpha} \sum_{k,n=-\infty}^\infty J_k(\beta) J_n(k \psi) e^{j[k \nu_0 (\phi + t) + \gamma]} \cdot e^{j \frac{1}{2} \phi(k \nu_0 + n f_0)^2} \cdot e^{j[(n \nu_0 (\phi + t) + \delta)]}
\]

\[= - \frac{1}{2} e^{-j \alpha} \sum_{k,n=-\infty}^\infty J_k(\beta) J_n(k \psi) e^{-j[k \nu_0 (\phi + t) + \gamma]} \cdot e^{-j \frac{1}{2} \phi(k \nu_0 + n f_0)^2} \cdot e^{-j[(n \nu_0 (\phi + t) + \delta)]}
\]

\[\frac{1}{2} e^{-j \alpha} \sum_{k,n=-\infty}^\infty J_{-k}(\beta) J_n(-k \psi) e^{-j[-k \nu_0 (\phi + t) + \gamma]} \cdot e^{-j \frac{1}{2} \phi(-k \nu_0 + n f_0)^2} \cdot e^{-j[(n \nu_0 (\phi + t) + \delta)]}
\]

\[\frac{1}{2} e^{j \alpha} \sum_{k,n=-\infty}^\infty J_{-k}(\beta) J_n(-k \psi) e^{j[-k \nu_0 (\phi + t) + \gamma]} \cdot e^{j \frac{1}{2} \phi(-k \nu_0 + n f_0)^2} \cdot e^{j[(n \nu_0 (\phi + t) + \delta)]}
\]

\[\frac{1}{2} e^{j \alpha} \sum_{k,n=-\infty}^\infty J_k(\beta) J_n(k \psi) e^{j[k \nu_0 (\phi + t) + \gamma]} \cdot e^{j \frac{1}{2} \phi(k \nu_0 + n f_0)^2} \cdot e^{j[(n \nu_0 (\phi + t) + \delta)]}
\]

\[\frac{1}{2} e^{j \alpha} \sum_{k,n=-\infty}^\infty J_{-k}(\beta) J_n(-k \psi) e^{j[-k \nu_0 (\phi + t) + \gamma]} \cdot e^{j \frac{1}{2} \phi(-k \nu_0 + n f_0)^2} \cdot e^{j[(n \nu_0 (\phi + t) + \delta)]}
\]

\[\frac{1}{4} e^{-j \alpha} \sum_{k,n=-\infty}^\infty J_k(\beta) J_{-n}(k \psi) e^{-j[k \nu_0 (\phi + t) + \gamma]} \cdot e^{-j \frac{1}{2} \phi(k \nu_0 - n f_0)^2} \cdot e^{j[(n \nu_0 (\phi + t) + \delta)]}
\]

\[\frac{1}{4} e^{-j \alpha} \sum_{k,n=-\infty}^\infty J_{-k}(\beta) J_n(-k \psi) e^{j[-k \nu_0 (\phi + t) + \gamma]} \cdot e^{-j \frac{1}{2} \phi(-k \nu_0 + n f_0)^2} \cdot e^{j[(n \nu_0 (\phi + t) + \delta)]}
\]

\[\frac{1}{4} e^{-j \alpha} \sum_{k,n=-\infty}^\infty J_{-k}(\beta) J_{-n}(-k \psi) e^{j[-k \nu_0 (\phi + t) + \gamma]} \cdot e^{-j \frac{1}{2} \phi(-k \nu_0 - n f_0)^2} \cdot e^{j[(n \nu_0 (\phi + t) + \delta)]}
\]

\[\frac{1}{4} e^{j \alpha} \sum_{k,n=-\infty}^\infty J_k(\beta) J_{-n}(k \psi) e^{j[k \nu_0 (\phi + t) + \gamma]} \cdot e^{j \frac{1}{2} \phi(k \nu_0 - n f_0)^2} \cdot e^{j[(n \nu_0 (\phi + t) + \delta)]}
\]

\[\frac{1}{4} e^{j \alpha} \sum_{k,n=-\infty}^\infty J_{-k}(\beta) J_n(-k \psi) e^{j[-k \nu_0 (\phi + t) + \gamma]} \cdot e^{j \frac{1}{2} \phi(-k \nu_0 - n f_0)^2} \cdot e^{j[(n \nu_0 (\phi + t) + \delta)]}
\]

\[\frac{1}{4} e^{j \alpha} \sum_{k,n=-\infty}^\infty J_{-k}(\beta) J_{-n}(-k \psi) e^{j[-k \nu_0 (\phi + t) + \gamma]} \cdot e^{j \frac{1}{2} \phi(-k \nu_0 - n f_0)^2} \cdot e^{j[(n \nu_0 (\phi + t) + \delta)]}
\]
Using $J_{-n}(x) = (-1)^n \cdot J_n(x)$ and $J_n(-x) = (-1)^n \cdot J_n(x)$

$$\frac{-1}{4} e^{j\alpha} \sum_{k, n = -\infty} \infty J_k(\beta) J_{-n}(k\psi) e^{-j[k(v_0(\dot{\phi}+\gamma) + \delta)]}, e^{-j[jk(v_0n(\dot{\phi}+\gamma))]}. e^{\frac{j}{2} j\alpha(kv_0-n\delta)^2}, e^{-j[jn(\dot{\phi}+\gamma))] \right)$$

$$\frac{-1}{4} e^{j\alpha} \sum_{k, n = -\infty} \infty J_{-k}(\beta) J_n(-k\psi) e^{-j[k(v_0(\dot{\phi}+\gamma))]}, e^{-j[jk(v_0n(\dot{\phi}+\gamma))]}. e^{\frac{j}{2} j\alpha(-kv_0+n\delta)^2}, e^{-j[jn(\dot{\phi}+\gamma))] \right)$$

$$\frac{-1}{4} e^{j\alpha} \sum_{k, n = -\infty} \infty J_k(\beta) J_{-n}(k\psi) e^{-j[k(v_0(\dot{\phi}+\gamma))]}, e^{-j[jk(v_0n(\dot{\phi}+\gamma))]}. e^{\frac{j}{2} j\alpha(-kv_0-n\delta)^2}, e^{-j[jn(\dot{\phi}+\gamma))] \right)$$

Now we can rearrange the expression, with the same terms of optical bias point and RF fading due to dispersion.

$$\frac{-1}{4} e^{j\alpha} \sum_{k, n = -\infty} \infty J_k(\beta) J_n(k\psi) e^{-j[k(v_0(\dot{\phi}+\gamma))]}, e^{-j[jk(v_0n(\dot{\phi}+\gamma))]}. e^{\frac{j}{2} j\alpha(kv_0+n\delta)^2}, e^{-j[jn(\dot{\phi}+\gamma))] \right)$$
\[-\frac{1}{4} e^{j\alpha} \sum_{k, n=-\infty}^{\infty} (-1)^{k+n} J_k(\beta) J_n(k \psi) e^{-j[k(\nu_0(\phi+t)+\gamma)]} \cdot e^{j\frac{\gamma}{2} \hat{\phi}(kn - n\phi_0)^2} \cdot e^{jn(\phi_0(\phi+t)+\delta)} \]

Making this expression simpler

\[= -\frac{1}{4} e^{-j\alpha} \sum_{k, n=-\infty}^{\infty} J_k(\beta) J_n(k \psi) \cdot e^{-j\frac{\gamma}{2} \hat{\phi}(kn + n\phi_0)^2} \cdot [e^{-j[k(\nu_0(\phi+t)+\gamma)]} \cdot e^{-jn(\phi_0(\phi+t)+\delta)}] \]

\[+ (-1)^{2n+k} e^{j[k(\nu_0(\phi+t)+\gamma)]} \cdot e^{jn(\phi_0(\phi+t)+\delta)}] \]

we need to distinguish in between the following cases

\[(-1)^{2n+k} = \begin{cases} 
1 & \text{k even} \\
-1 & \text{k odd}
\end{cases} \]

\[(-1)^n = \begin{cases} 
1 & \text{n even} \\
-1 & \text{n odd}
\end{cases} \]

\[(-1)^{n+k} = \begin{cases} 
1 & \text{n even, k even} \\
-1 & \text{n odd, k even or n even, k odd}
\end{cases} \]
\[k\text{ even, } n\text{ even case}\]
\[
= -\frac{1}{4} e^{-j\alpha} \sum_{k, n = -\infty}^\infty J_k(\beta) J_n(\psi) \cdot e^{-j \frac{1}{2} \phi (kv_0 + nf_0)^2} \cdot [e^{-j[k(kv_0 + \hat{t} + \gamma)]} \cdot e^{-j[n(f_0 + \hat{t} + \delta)]} + e^{j[k(kv_0 + \hat{t} + \gamma)]} \cdot e^{j[n(f_0 + \hat{t} + \delta)]}]
\]
\[
+ \frac{1}{4} e^{-j\alpha} \sum_{k, n = -\infty}^\infty J_k(\beta) J_n(\psi) \cdot e^{-j \frac{1}{2} \phi (kv_0 - nf_0)^2} \cdot [e^{-j[k(kv_0 + \hat{t} + \gamma)]} \cdot e^{-j[n(f_0 + \hat{t} + \delta)]} + e^{j[k(kv_0 + \hat{t} + \gamma)]} \cdot e^{j[n(f_0 + \hat{t} + \delta)]}]
\]
\[
= -\frac{1}{4} e^{-j\alpha} \sum_{k, n = -\infty}^\infty J_k(\beta) J_n(\psi) \cdot e^{-j \frac{1}{2} \phi (kv_0 + nf_0)^2} \cdot \cos[(kv_0 + nf_0)(\hat{t} + t) + k\gamma + n\delta]
\]
\[
+ \frac{1}{4} e^{-j\alpha} \sum_{k, n = -\infty}^\infty J_k(\beta) J_n(\psi) \cdot e^{-j \frac{1}{2} \phi (kv_0 - nf_0)^2} \cdot \cos[(kv_0 - nf_0)(\hat{t} + t) + k\gamma - n\delta]
\]
\[
+ \frac{1}{4} e^{j\alpha} \sum_{k, n = -\infty}^\infty J_k(\beta) J_n(\psi) \cdot e^{j \frac{1}{2} \phi (kv_0 + nf_0)^2} \cdot \cos[(kv_0 + nf_0)(\hat{t} + t) + k\gamma + n\delta]
\]
\[
+ \frac{1}{4} e^{j\alpha} \sum_{k, n = -\infty}^\infty J_k(\beta) J_n(\psi) \cdot e^{j \frac{1}{2} \phi (kv_0 - nf_0)^2} \cdot \cos[(kv_0 - nf_0)(\hat{t} + t) + k\gamma - n\delta]
\]
\[
= -\frac{1}{2} \sum_{k, n = -\infty}^\infty J_k(\beta) J_n(\psi) \cdot \cos[(kv_0 + nf_0)(\hat{t} + t) + k\gamma + n\delta]
\cdot [e^{j[\alpha + \frac{1}{2} \phi (kv_0 + nf_0)^2]} + e^{-j[\alpha + \frac{1}{2} \phi (kv_0 + nf_0)^2]}]
\]
\[
+ \frac{1}{2} \sum_{k, n = -\infty}^\infty J_k(\beta) J_n(\psi) \cdot \cos[(kv_0 - nf_0)(\hat{t} + t) + k\gamma - n\delta]
\cdot [e^{j[\alpha + \frac{1}{2} \phi (kv_0 - nf_0)^2]} + e^{-j[\alpha + \frac{1}{2} \phi (kv_0 - nf_0)^2]}]
\]
\[
= -\sum_{k, n = -\infty}^\infty J_k(\beta) J_n(\psi) \cdot \cos[(kv_0 + nf_0)(\hat{t} + t) + k\gamma + n\delta]
\cdot \cos[\alpha + \frac{1}{2} \phi (kv_0 + nf_0)^2]
\]
\[
- \sum_{k, n = -\infty}^\infty J_k(\beta) J_n(\psi) \cdot \cos[(kv_0 - nf_0)(\hat{t} + t) + k\gamma - n\delta]
\cdot \cos[\alpha + \frac{1}{2} \phi (kv_0 - nf_0)^2]
\]
\[
\text{substituting } n = -n
\]
\[
= -\sum_{k, n = -\infty}^\infty J_k(\beta) J_n(\psi) \cdot \cos[(kv_0 + nf_0)(\hat{t} + t) + k\gamma + n\delta]
\]
\[ \cos[\alpha + \frac{1}{2} \tilde{\phi}(kv_0 + n f_o)^2] \]

\[ = \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(kv) \cdot \cos[(kv_0 + n f_o)(\dot{\phi} + t) + k\gamma + n\delta] \cdot \cos[\alpha + \frac{1}{2} \tilde{\phi}(kv_0 + n f_o)^2] \]

since \( n \) even

\[ = -2 \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(kv) \cdot \cos[(kv_0 + n f_o)(\dot{\phi} + t) + k\gamma + n\delta] \cdot \cos[\alpha + \frac{1}{2} \tilde{\phi}(kv_0 + n f_o)^2] \]

k even, n odd case

\[ = \frac{-1}{4} e^{-\frac{j\alpha}{2}} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(kv) \cdot e^{-j\frac{1}{2} \tilde{\phi}(kv_0 + n f_o)^2} \cdot [e^{-j[k(kv_0 + n f_o)(\dot{\phi} + t) + \gamma]} \cdot e^{-j[n f_o(\dot{\phi} + t) + \delta]]} \]

\[+ e^{j[k(kv_0 + n f_o)(\dot{\phi} + t) + \gamma]} \cdot e^{j[n f_o(\dot{\phi} + t) + \delta]]} \]

\[= \frac{-1}{4} e^{-\frac{j\alpha}{2}} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(kv) \cdot e^{-j\frac{1}{2} \tilde{\phi}(kv_0 - n f_o)^2} \cdot [e^{-j[k(kv_0 + n f_o)(\dot{\phi} + t) + \gamma]} \cdot e^{j[n f_o(\dot{\phi} + t) + \delta]]} \]

\[+ e^{j[k(kv_0 + n f_o)(\dot{\phi} + t) + \gamma]} \cdot e^{j[n f_o(\dot{\phi} + t) + \delta]]} \]

\[= \frac{-1}{4} e^{\frac{j\alpha}{2}} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(kv) \cdot e^{j\frac{1}{2} \tilde{\phi}(kv_0 + n f_o)^2} \cdot [e^{j[k(kv_0 + n f_o)(\dot{\phi} + t) + \gamma]} \cdot e^{j[n f_o(\dot{\phi} + t) + \delta]]} \]

\[+ e^{-j[k(kv_0 + n f_o)(\dot{\phi} + t) + \gamma]} \cdot e^{-j[n f_o(\dot{\phi} + t) + \delta]]} \]

\[= \frac{-1}{4} e^{\frac{j\alpha}{2}} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(kv) \cdot e^{j\frac{1}{2} \tilde{\phi}(kv_0 - n f_o)^2} \cdot [e^{j[k(kv_0 + n f_o)(\dot{\phi} + t) + \gamma]} \cdot e^{j[n f_o(\dot{\phi} + t) + \delta]]} \]

\[+ e^{-j[k(kv_0 + n f_o)(\dot{\phi} + t) + \gamma]} \cdot e^{-j[n f_o(\dot{\phi} + t) + \delta]]} \]

\[= \frac{-1}{2} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(kv) \cdot \cos[(kv_0 + n f_o)(\dot{\phi} + t) + k\gamma + n\delta] \cdot e^{j[\alpha + \frac{1}{2} \tilde{\phi}(kv_0 + n f_o)^2] + e^{-j[\alpha + \frac{1}{2} \tilde{\phi}(kv_0 + n f_o)^2}] + e^{j[\alpha + \frac{1}{2} \tilde{\phi}(kv_0 - n f_o)^2] + e^{-j[\alpha + \frac{1}{2} \tilde{\phi}(kv_0 - n f_o)^2}]}
\]
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\[= - \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot \cos[(kv_0 + nf_0)(\dot{\phi} + t) + k\gamma + n\delta] \]
\[-\cos[\alpha + \frac{1}{2}\ddot{\phi}(kv_0 + nf_0)^2] \]
\[+ \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot \cos[(kv_0 - nf_0)(\dot{\phi} + t) + k\gamma - n\delta] \]
\[-\cos[\alpha + j\frac{1}{2}\ddot{\phi}(kv_0 - nf_0)^2] \]
substituting \(n = -n\)

\[= - \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot \cos[(kv_0 + nf_0)(\dot{\phi} + t) + k\gamma + n\delta] \]
\[-\cos[\alpha + \frac{1}{2}\ddot{\phi}(kv_0 + nf_0)^2] \]
\[+ \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_{-n}(\psi) \cdot \cos[(kv_0 + nf_0)(\dot{\phi} + t) + k\gamma + n\delta] \]
\[-\cos[\alpha + j\frac{1}{2}\ddot{\phi}(kv_0 + nf_0)^2] \]

since \(n\) odd

\[= -2 \cdot \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot \cos[(kv_0 + nf_0)(\dot{\phi} + t) + k\gamma + n\delta] \]
\[-\cos[\alpha + \frac{1}{2}\ddot{\phi}(kv_0 + nf_0)^2] \]
n identical to previous case.

\(k\) odd, \(n\) even case

\[= -\frac{1}{4} e^{-j\alpha} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot e^{-j\frac{1}{2}\ddot{\phi}(kv_0 + nf_0)^2} \cdot [e^{-j[k(v_0 + n\delta)(\dot{\phi} + t) + \gamma]} \cdot e^{-j[nf_0(\dot{\phi} + t) + \delta]} \]
\[-e^{j[k(v_0 + n\delta)(\dot{\phi} + t) + \gamma)]} \cdot e^{j[nf_0(\dot{\phi} + t) + \delta]}] \]
\[
-\frac{1}{4} e^{-j\alpha} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot e^{-j\frac{1}{2}\ddot{\phi}(kv_0 - nf_0)^2} \cdot [e^{-j[k(v_0 + n\delta)(\dot{\phi} + t) + \gamma]} \cdot e^{j[nf_0(\dot{\phi} + t) + \delta]} \]
\[-e^{j[k(v_0 + n\delta)(\dot{\phi} + t) + \gamma)]} \cdot e^{j[nf_0(\dot{\phi} + t) + \delta]}] \]
\[
-\frac{1}{4} e^{j\alpha} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot e^{j\frac{1}{2}\ddot{\phi}(kv_0 + nf_0)^2} \cdot [e^{j[k(v_0 + n\delta)(\dot{\phi} + t) + \gamma)]} \cdot e^{j[nf_0(\dot{\phi} + t) + \delta]} \]
\[-e^{j[k(v_0 + n\delta)(\dot{\phi} + t) + \gamma)]} \cdot e^{-j[nf_0(\dot{\phi} + t) + \delta)]} \]
\[
-\frac{1}{4} e^{j\alpha} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot e^{j\frac{1}{2}\ddot{\phi}(kv_0 - nf_0)^2} \cdot [e^{j[k(v_0 + n\delta)(\dot{\phi} + t) + \gamma)]} \cdot e^{j[nf_0(\dot{\phi} + t) + \delta]} \]
\[-e^{j[k(v_0 + n\delta)(\dot{\phi} + t) + \gamma)]} \cdot e^{-j[nf_0(\dot{\phi} + t) + \delta)]} \]
\[
+\frac{1}{4} e^{-j\alpha} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot e^{-j\frac{1}{2}\ddot{\phi}(kv_0 + nf_0)^2} \cdot \sin[(kv_0 + nf_0)(\dot{\phi} + t) + k\gamma + n\delta] \]
\[+\frac{1}{4} e^{-j\alpha} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot e^{-j\frac{1}{2}\ddot{\phi}(kv_0 - nf_0)^2} \cdot \sin[(kv_0 - nf_0)(\dot{\phi} + t) + k\gamma - n\delta] \]
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\[-\frac{1}{2} e^{j\alpha} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot e^{j \frac{1}{2} \phi (kv_0 + nf_0)^2} \cdot \sin[(kv_0 + nf_0)(\dot{\phi} + t) + k\gamma + n\delta] \]

\[-\frac{1}{2} e^{j\alpha} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot e^{j \frac{1}{2} \phi (kv_0 - nf_0)^2} \cdot \sin[(kv_0 - nf_0)(\dot{\phi} + t) + k\gamma - n\delta] \]

= \[-\frac{1}{2} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot \sin[(kv_0 + nf_0)(\dot{\phi} + t) + k\gamma + n\delta] \]

\[\cdot [e^{j[\alpha + \frac{1}{2} \phi (kv_0 + nf_0)^2]} - e^{-j[\alpha + \frac{1}{2} \phi (kv_0 + nf_0)^2]}] \]

\[-\frac{1}{2} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot \sin[(kv_0 - nf_0)(\dot{\phi} + t) + k\gamma - n\delta] \]

\[\cdot [e^{j[\alpha + \frac{1}{2} \phi (kv_0 - nf_0)^2]} - e^{-j[\alpha + \frac{1}{2} \phi (kv_0 - nf_0)^2]}] \]

= \[\sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot \sin[(kv_0 + nf_0)(\dot{\phi} + t) + k\gamma + n\delta] \]

\[\cdot \sin[\alpha + \frac{1}{2} \phi (kv_0 + nf_0)^2] \]

+ \[\sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot \sin[(kv_0 - nf_0)(\dot{\phi} + t) + k\gamma - n\delta] \]

\[\cdot \sin[\alpha + \frac{1}{2} \phi (kv_0 - nf_0)^2] \]

substitute \( n = -n \)

= \[\sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot \sin[(kv_0 + nf_0)(\dot{\phi} + t) + k\gamma + n\delta] \]

\[\cdot \sin[\alpha + \frac{1}{2} \phi (kv_0 + nf_0)^2] \]

+ \[\sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot \sin[(kv_0 - nf_0)(\dot{\phi} + t) + k\gamma - n\delta] \]

\[\cdot \sin[\alpha + \frac{1}{2} \phi (kv_0 - nf_0)^2] \]

since \( n \) even

= \[2 \cdot \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot \sin[(kv_0 + nf_0)(\dot{\phi} + t) + k\gamma + n\delta] \]

\[\cdot \sin[\alpha + \frac{1}{2} \phi (kv_0 + nf_0)^2] \]

k odd, \( n \) odd case

= \[-\frac{1}{4} e^{-j\alpha} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot e^{-j \frac{1}{2} \phi (kv_0 + nf_0)^2} \cdot [e^{-j[k(v_0(\dot{\phi} + t) + \gamma)]}, e^{-j[\nu(f_0(\dot{\phi} + t) + \delta)]} \]

\[-e^{j[k(v_0(\dot{\phi} + t) + \gamma)]}, e^{j[k(v_0(\dot{\phi} + t) + \gamma)]} \]

\[-\frac{1}{4} e^{-j\alpha} \sum_{k, n = -\infty}^{\infty} J_k(\beta) J_n(\psi) \cdot e^{-j \frac{1}{2} \phi (kv_0 - nf_0)^2} \cdot [-e^{-j[k(v_0(\dot{\phi} + t) + \gamma)]}, e^{j[k(v_0(\dot{\phi} + t) + \gamma)]} \]

\[+ e^{j[k(v_0(\dot{\phi} + t) + \gamma)]}, e^{-j[k(v_0(\dot{\phi} + t) + \gamma)]} \]

\]
\[-\frac{1}{4} e^{j\alpha} \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot e^{j \frac{1}{2} \hat{\phi}(k v_0 + n f_0)^2} \cdot [e^{j[k(v_0(\dot{\phi} + t) + \gamma)]} \cdot e^{j[n(f_0(\dot{\phi} + t) + \delta)]]}
\]
\[-e^{-j[k(v_0(\dot{\phi} + t) + \gamma)]} \cdot e^{-j[n(f_0(\dot{\phi} + t) + \delta)]]}
\]
\[-\frac{1}{4} e^{j\alpha} \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot e^{j \frac{1}{2} \hat{\phi}(k v_0 - n f_0)^2} \cdot [e^{-j[k(v_0(\dot{\phi} + t) + \gamma)]} \cdot e^{j[n(f_0(\dot{\phi} + t) + \delta)]]}
\]
\[-e^{j[k(v_0(\dot{\phi} + t) + \gamma)]} \cdot e^{-j[n(f_0(\dot{\phi} + t) + \delta)]]}
\]
\[= \frac{1}{2} e^{-j\alpha} \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot e^{-j \frac{1}{2} \hat{\phi}(k v_0 + n f_0)^2} \cdot \sin[(k v_0 + n f_0)(\dot{\phi} + t) + k \gamma + \nu \delta]
\]
\[-\frac{1}{2} e^{-j\alpha} \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot e^{-j \frac{1}{2} \hat{\phi}(k v_0 - n f_0)^2} \cdot \sin[(k v_0 - n f_0)(\dot{\phi} + t) + k \gamma - \nu \delta]
\]
\[-\frac{1}{2} e^{j\alpha} \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot e^{j \frac{1}{2} \hat{\phi}(k v_0 + n f_0)^2} \cdot \sin[(k v_0 + n f_0)(\dot{\phi} + t) + k \gamma + \nu \delta]
\]
\[+ \frac{1}{2} e^{j\alpha} \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot e^{j \frac{1}{2} \hat{\phi}(k v_0 - n f_0)^2} \cdot \sin[(k v_0 - n f_0)(\dot{\phi} + t) + k \gamma - \nu \delta]
\]
\[= -\frac{1}{4} \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot \sin[(k v_0 + n f_0)(\dot{\phi} + t) + k \gamma + \nu \delta]
\]
\[. [e^{j(\alpha + \frac{1}{2} \hat{\phi}(k v_0 + n f_0)^2)]} \cdot e^{-j(\alpha + \frac{1}{2} \hat{\phi}(k v_0 + n f_0)^2)]}
\]
\[-\frac{1}{2} \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot \sin[(k v_0 - n f_0)(\dot{\phi} + t) + k \gamma - \nu \delta]
\]
\[-\frac{1}{2} \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot \sin[(k v_0 - n f_0)(\dot{\phi} + t) + k \gamma - \nu \delta]
\]
\[= \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot \sin[(k v_0 + n f_0)(\dot{\phi} + t) + k \gamma + \nu \delta]
\]
\[. \sin(\alpha + \frac{1}{2} \hat{\phi}(k v_0 + n f_0)^2]
\]
\[= \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot \sin[(k v_0 - n f_0)(\dot{\phi} + t) + k \gamma - \nu \delta]
\]
\[. \sin(\alpha + \frac{1}{2} \hat{\phi}(k v_0 - n f_0)^2]
\]
substitute n = -n
\[= \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot \sin[(k v_0 + n f_0)(\dot{\phi} + t) + k \gamma + \nu \delta]
\]
\[. \sin(\alpha + \frac{1}{2} \hat{\phi}(k v_0 + n f_0)^2]
\]
\[= \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot \sin[(k v_0 + n f_0)(\dot{\phi} + t) + k \gamma + \nu \delta]
\]
\[. \sin(\alpha + \frac{1}{2} \hat{\phi}(k v_0 + n f_0)^2]
\]
since n odd
\[= 2 \sum_{k, n = -\infty} J_k(\beta) J_n(k \psi) \cdot \sin[(k v_0 + n f_0)(\dot{\phi} + t) + k \gamma + \nu \delta]
\]
\[ \sin[\alpha + \frac{1}{2} \phi (kv_0 + nf_0)^2] \]

same as previous case.

Finally we can summarize this calculations by noting that the expression:

\[ -e^{-j\alpha} \sum_{m,n,k,l} J_k(\beta)J_n(\psi)e^{-j[k(kv_0+nf_0)\phi]} \cdot e^{-j[k(kv_0+nf_0)^2]} \cdot e^{-j[n(f_0+\phi+t)+\delta]} \]

\[ -e^{j\alpha} \sum_{m,n,k,l} J_k(\beta)J_n(\psi)e^{j[k(kv_0+nf_0)\phi]} \cdot e^{j[k(kv_0+nf_0)^2]} \cdot e^{j[n(f_0+\phi+t)+\delta]} \]

is independent of \( n \), and can be represented in the equivalent form

\[ = 2 \sum_{k=-\infty}^{\infty} J_k(\beta)J_n(\psi) \cdot \left[ -\cos[\alpha + \frac{1}{2} \phi (kv_0 + nf_0)^2] \cdot \cos[(kv_0 + nf_0)(\phi + t) + k\gamma + n\delta] \right. \]

\[ \left. \sin[\alpha + \frac{1}{2} \phi (kv_0 + nf_0)^2] \cdot \sin[(kv_0 + nf_0)(\phi + t) + k\gamma + n\delta] \right] \]

where \[ \begin{bmatrix} \ldots \\ \vdots \\ \ldots \end{bmatrix} \] formalism formalism is introduced to denote that top element is chosen if \( k \) is even and bottom if \( k \) is odd.

We will apply the same approach to the four infinite sum terms

\[ \sum_{m,n,k,l} \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-\ell}([m - k]\psi) \cdot e^{j[k\gamma + \ell\delta]} \cdot e^{j[kv_0 + f_0](\phi + t)} \]

\[ e^{j\frac{1}{2} \phi [2(kv_0)^2 + 2nk+(m-k)v_0f_0+(2n-1)f_0^2]} \]

\[ = \frac{1}{4} \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-\ell}([m - k]\psi) \cdot e^{j[k\gamma + \ell\delta]} \cdot e^{j[kv_0 + f_0](\phi + t)} \]

\[ e^{j\frac{1}{2} \phi [2(kv_0)^2 + 2nk+(m-k)v_0f_0+(2n-1)f_0^2]} \]

\[ + \frac{1}{4} \sum_{m,n,k,l} J_{-m}(\beta)J_n(-m\psi)J_{-m-k}(\beta)J_{n-\ell}([-m - k]\psi) \cdot e^{j[k\gamma + \ell\delta]} \cdot e^{j[kv_0 + f_0](\phi + t)} \]

\[ e^{j\frac{1}{2} \phi [2(kv_0)^2 + 2nk+(m-k)v_0f_0+(2n-1)f_0^2]} \]

\[ = \frac{1}{4} \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-\ell}([m - k]\psi) \cdot e^{j[k\gamma + \ell\delta]} \cdot e^{j[kv_0 + f_0](\phi + t)} \]

\[ e^{j\frac{1}{2} \phi [2(kv_0)^2 + 2nk+(m-k)v_0f_0+(2n-1)f_0^2]} \]

\[ + \frac{1}{4} \sum_{m,n,k,l} J_{-m}(\beta)J_n(-m\psi)J_{-m-k}(\beta)J_{n-\ell}([-m - k]\psi) \cdot e^{j[k\gamma + \ell\delta]} \cdot e^{j[kv_0 + f_0](\phi + t)} \]

\[ e^{j\frac{1}{2} \phi [2(kv_0)^2 + 2nk+(m-k)v_0f_0+(2n-1)f_0^2]} \]

\[ + \frac{1}{4} \sum_{m,n,k,l} J_{-m}(\beta)J_n(-m\psi)J_{-m-k}(\beta)J_{n-\ell}([-m - k]\psi) \cdot e^{j[k\gamma + \ell\delta]} \cdot e^{j[kv_0 + f_0](\phi + t)} \]

\[ e^{j\frac{1}{2} \phi [2(kv_0)^2 + 2nk+(m-k)v_0f_0+(2n-1)f_0^2]} \]
\[ e^{j\phi} [k(-2m-k)v_\phi^2 + 2(nk+l(-m-k))v_\psi f_0 + l(2n-l)f_\phi^2] \]

\[ + \frac{1}{2} \sum_{m,n,k,l}^\infty J_m(\beta) J_n(\beta) J_{m-k}(\beta) J_{n-l}(\beta)m \cdot e^{j[\beta+\delta]} \cdot e^{j[kv_\psi + f_\delta]}(\phi+t) \]

\[ e^{j\phi} [k(-2m-k)v_\phi^2 + 2(-nk+l(-m-k))v_\psi f_0 + l(-2n-l)f_\phi^2] \]

\[ \sum_{m,n,k,l}^\infty J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n-l}(\beta)m \cdot e^{j[-k\gamma+\delta]} \cdot e^{j[-kv_\psi + f_\delta]}(\phi+t) \]

\[ e^{j\phi} [k(-2m-k)v_\phi^2 + 2(nk+l(m-k))v_\psi f_0 + l(2n-l)f_\phi^2] \]

\[ + \frac{1}{2} \sum_{m,n,k,l}^\infty J_m(\beta) J_n(\beta) J_{m-k}(\beta) J_{n-l}(\beta)m \cdot e^{j[-k\gamma+\delta]} \cdot e^{j[-kv_\psi + f_\delta]}(\phi+t) \]

\[ e^{j\phi} [k(-2m-k)v_\phi^2 + 2(-nk+l(m-k))v_\psi f_0 + l(-2n-l)f_\phi^2] \]

\[ \sum_{m,n,k,l}^\infty J_m(\beta) J_n(\beta) J_{m-k}(\beta) J_{n-l}(\beta)m \cdot e^{j[k\gamma+\delta]} \cdot e^{j[-kv_\psi + f_\delta]}(\phi+t) \]

\[ e^{j\phi} [k(-2m-k)v_\phi^2 + 2(nk+l(-m-k))v_\psi f_0 + l(2n-l)f_\phi^2] \]

\[ + \frac{1}{2} \sum_{m,n,k,l}^\infty J_m(\beta) J_n(\beta) J_{m-k}(\beta) J_{n-l}(\beta)m \cdot e^{j[k\gamma+\delta]} \cdot e^{j[-kv_\psi + f_\delta]}(\phi+t) \]

\[ e^{j\phi} [k(-2m-k)v_\phi^2 + 2(-nk+l(m-k))v_\psi f_0 + l(-2n-l)f_\phi^2] \]

\[ + \frac{1}{2} \sum_{m,n,k,l}^\infty J_m(\beta) J_n(\beta) J_{m-k}(\beta) J_{n-l}(\beta)m \cdot e^{j[-k\gamma+\delta]} \cdot e^{j[-kv_\psi + f_\delta]}(\phi+t) \]

\[ e^{j\phi} [k(-2m-k)v_\phi^2 + 2(nk+l(-m-k))v_\psi f_0 + l(2n-l)f_\phi^2] \]

\[ + \frac{1}{2} \sum_{m,n,k,l}^\infty J_m(\beta) J_n(\beta) J_{m-k}(\beta) J_{n-l}(\beta)m \cdot e^{j[k\gamma+\delta]} \cdot e^{j[-kv_\psi + f_\delta]}(\phi+t) \]

\[ e^{j\phi} [k(-2m-k)v_\phi^2 + 2(-nk+l(m-k))v_\psi f_0 + l(-2n-l)f_\phi^2] \]
\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m-k}(\beta) J_{n+l}(m - k) \psi \cdot e^{j[k\gamma - l\delta]} \cdot e^{j[k\nu_0 - l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m+k}(\beta) J_{n-l}(m + k) \psi \cdot e^{j[-k\gamma + l\delta]} \cdot e^{j[-k\nu_0 + l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m+k}(\beta) J_{n+l}(m + k) \psi \cdot e^{j[-k\gamma - l\delta]} \cdot e^{j[-k\nu_0 + l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m-k}(\beta) J_{n-l}(m - k) \psi \cdot e^{j[k\gamma + l\delta]} \cdot e^{j[k\nu_0 - l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m+k}(\beta) J_{n-l}(m + k) \psi \cdot e^{j[-k\gamma + l\delta]} \cdot e^{j[-k\nu_0 + l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m-k}(\beta) J_{n+l}(m - k) \psi \cdot e^{j[k\gamma - l\delta]} \cdot e^{j[k\nu_0 - l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m+k}(\beta) J_{n+l}(m + k) \psi \cdot e^{j[-k\gamma - l\delta]} \cdot e^{j[-k\nu_0 + l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m+k}(\beta) J_{n-l}(m + k) \psi \cdot e^{j[k\gamma + l\delta]} \cdot e^{j[k\nu_0 - l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m-k}(\beta) J_{n+l}(m - k) \psi \cdot e^{j[k\gamma - l\delta]} \cdot e^{j[k\nu_0 - l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m+k}(\beta) J_{n+l}(m + k) \psi \cdot e^{j[-k\gamma - l\delta]} \cdot e^{j[-k\nu_0 + l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m-k}(\beta) J_{n+l}(m - k) \psi \cdot e^{j[k\gamma - l\delta]} \cdot e^{j[k\nu_0 - l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m+k}(\beta) J_{n+l}(m + k) \psi \cdot e^{j[-k\gamma - l\delta]} \cdot e^{j[-k\nu_0 + l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m-k}(\beta) J_{n+l}(m - k) \psi \cdot e^{j[k\gamma - l\delta]} \cdot e^{j[k\nu_0 - l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m+k}(\beta) J_{n+l}(m + k) \psi \cdot e^{j[-k\gamma - l\delta]} \cdot e^{j[-k\nu_0 + l\phi_0] \phi + t} \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu) J_{m-k}(\beta) J_{n+l}(m - k) \psi \cdot e^{j[k\gamma - l\delta]} \cdot e^{j[k\nu_0 - l\phi_0] \phi + t} \]
\[ e^j \phi \left[-k(-2m+k)\nu_0^2 + 2(-nk-l(-m+k))\nu_0 f_0 + l(2n+l)f_0^2 \right] \]

\[ + \frac{1}{16} \sum_{m,n,k,l}^\infty J_m(\beta)J_n(-m\psi)J_{m-k}(\beta)J_{n+l}([-m-k]\psi) \cdot e^{j[k\gamma+l\delta]} \cdot e^{j[\nu_0 f_0 + l(\phi+t)]} \]

\[ e^j \phi \left[k(-2m-k)\nu_0^2 + 2(-nk+l(-m-k))\nu_0 f_0 + l(-2n-l)f_0^2 \right] \]

\[ + \frac{1}{16} \sum_{m,n,k,l}^\infty J_m(\beta)J_n(-m\psi)J_{m-k}(\beta)J_{n+l}([-m-k]\psi) \cdot e^{j[k\gamma-l\delta]} \cdot e^{j[\nu_0 f_0 + l(\phi+t)]} \]

\[ e^j \phi \left[k(-2m-k)\nu_0^2 + 2(-nk-l(-m-k))\nu_0 f_0 + l(-2n-l)f_0^2 \right] \]

\[ + \frac{1}{16} \sum_{m,n,k,l}^\infty J_m(\beta)J_n(-m\psi)J_{m+k}(\beta)J_{n+l}([-m+k]\psi) \cdot e^{j[-k\gamma+l\delta]} \cdot e^{j[-\nu_0 + l f_0 + l(\phi+t)]} \]

\[ e^j \phi \left[-k(-2m+k)\nu_0^2 + 2[nk+l(-m+k)]\nu_0 f_0 + l(2n-l)f_0^2 \right] \]

\[ + \frac{1}{16} \sum_{m,n,k,l}^\infty J_m(\beta)J_n(-m\psi)J_{m+k}(\beta)J_{n+l}([-m+k]\psi) \cdot e^{j[-k\gamma-l\delta]} \cdot e^{j[-\nu_0 + l f_0 + l(\phi+t)]} \]

\[ e^j \phi \left[-k(-2m-k)\nu_0^2 + 2[nk-l(-m-k)]\nu_0 f_0 - l(2n+1)f_0^2 \right] \]

From the above equations, it follows that:

Using \( J_{-n}(x) = (-1)^n \cdot J_n(x) \) and \( J_n(-x) = (-1)^n \cdot J_n(x) \)

\[ \frac{1}{16} \sum_{m,n,k,l}^\infty J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n+l}([-m-k]\psi) \cdot e^{j[k\gamma+l\delta]} \cdot e^{j[\nu_0 f_0 + l(\phi+t)]} \]

\[ e^j \phi \left[k(2m-k)\nu_0^2 + 2[nk+l(m-k)]\nu_0 f_0 + l(2n-l)f_0^2 \right] \]

\[ + \frac{1}{16} \sum_{m,n,k,l}^\infty J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n+l}([-m-k]\psi) \cdot e^{j[k\gamma-l\delta]} \cdot e^{j[-\nu_0 + l f_0 + l(\phi+t)]} \]

\[ e^j \phi \left[k(2m-k)\nu_0^2 + 2[nk-l(m-k)]\nu_0 f_0 - l(2n+1)f_0^2 \right] \]

\[ + \frac{1}{16} \sum_{m,n,k,l}^\infty J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([-m+k]\psi) \cdot e^{j[-k\gamma+l\delta]} \cdot e^{j[-\nu_0 + l f_0 + l(\phi+t)]} \]

\[ e^j \phi \left[-k(2m+k)\nu_0^2 + 2[-nk+l(m+k)]\nu_0 f_0 + l(2n+1)f_0^2 \right] \]

\[ + \frac{1}{16} \sum_{m,n,k,l}^\infty J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([-m+k]\psi) \cdot e^{j[-k\gamma-l\delta]} \cdot e^{j[-\nu_0 + l f_0 + l(\phi+t)]} \]

\[ e^j \phi \left[-k(2m+k)\nu_0^2 + 2[-nk-l(m+k)]\nu_0 f_0 - l(2n+1)f_0^2 \right] \]

\[ - (-1)^{2n+1} \cdot e^j \phi \left[k(2m-k)\nu_0^2 + 2[-nk+l(m-k)]\nu_0 f_0 + l(-2n-l)f_0^2 \right] \]

\[ + \frac{1}{16} \sum_{m,n,k,l}^\infty J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n+l}([-m-k]\psi) \cdot e^{j[k\gamma-l\delta]} \cdot e^{j[-\nu_0 + l f_0 + l(\phi+t)]} \]

\[ e^j \phi \left[k(2m-k)\nu_0^2 + 2[-nk+l(m-k)]\nu_0 f_0 + l(-2n+1)f_0^2 \right] \]

\[ - (-1)^{2n-1} \cdot e^j \phi \left[k(2m-k)\nu_0^2 + 2[-nk-l(m-k)]\nu_0 f_0 - l(-2n+1)f_0^2 \right] \]
\[
+ \frac{1}{10} \sum_{m=n, k, l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}(m+k) \psi \cdot e^{j[-k\gamma+\delta]} \cdot e^{j[-kv_0+l\phi]}/(\dot{\phi}+t)
\]
\[
\cdot (-1)^{2n+l} \cdot e^{j\frac{1}{2}[k(2m+k)\nu_0^2+2nk-l(m+k)]v_0f_0+l(-2n-t)f_0^2]
\]
\[
+ \frac{1}{10} \sum_{m=n, k, l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}(m+k) \psi \cdot e^{j[-k\gamma-\delta]} \cdot e^{j[-kv_0-l\phi]}/(\dot{\phi}+t)
\]
\[
\cdot (-1)^{2n-l} \cdot e^{j\frac{1}{2}[k(2m+k)\nu_0^2+2nk-l(m+k)]v_0f_0-l(-2n+l)f_0^2]
\]
\[
+ \frac{1}{10} \sum_{m=n, k, l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}(m+k) \psi \cdot e^{j[k\gamma+\delta]} \cdot e^{j[kv_0+l\phi]}/(\dot{\phi}+t)
\]
\[
\cdot (-1)^{2m+k+2n+l} \cdot e^{j\frac{1}{2}[k(2m+k)\nu_0^2+2nk+l(m+k)]v_0f_0+l(2n-l)f_0^2]
\]
\[
+ \frac{1}{10} \sum_{m=n, k, l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}(m+k) \psi \cdot e^{j[k\gamma-\delta]} \cdot e^{j[kv_0-l\phi]}/(\dot{\phi}+t)
\]
\[
\cdot (-1)^{2m+k+2n+l} \cdot e^{j\frac{1}{2}[k(2m+k)\nu_0^2+2nk-l(m+k)]v_0f_0-l(2n+l)f_0^2]
\]
\[
+ \frac{1}{10} \sum_{m=n, k, l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}(m+k) \psi \cdot e^{j[-k\gamma+\delta]} \cdot e^{j[-kv_0+\phi]}/(\dot{\phi}+t)
\]
\[
\cdot (-1)^{2m-k+2n+l} \cdot e^{j\frac{1}{2}[k(2m+k)\nu_0^2+2nk+l(m+k)]v_0f_0+l(2n-l)f_0^2]
\]
\[
+ \frac{1}{10} \sum_{m=n, k, l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}(m+k) \psi \cdot e^{j[-k\gamma-\delta]} \cdot e^{j[-kv_0-\phi]}/(\dot{\phi}+t)
\]
\[
\cdot (-1)^{2m-k+2n+l} \cdot e^{j\frac{1}{2}[k(2m+k)\nu_0^2+2nk-l(m+k)]v_0f_0-l(2n+l)f_0^2]
\]
\[
+ \frac{1}{10} \sum_{m=n, k, l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}(m+k) \psi \cdot e^{j[k\gamma+\delta]} \cdot e^{j[kv_0+l\phi]}/(\dot{\phi}+t)
\]
\[
\cdot (-1)^{2m+k+4n+2l} \cdot e^{j\frac{1}{2}[k(2m+k)\nu_0^2+2nk+l(m+k)]v_0f_0+l(-2n-l)f_0^2]
\]
\[
+ \frac{1}{10} \sum_{m=n, k, l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}(m+k) \psi \cdot e^{j[k\gamma-\delta]} \cdot e^{j[kv_0-l\phi]}/(\dot{\phi}+t)
\]
\[
\cdot (-1)^{2m+k+4n+2l} \cdot e^{j\frac{1}{2}[k(2m+k)\nu_0^2+2nk-l(m+k)]v_0f_0-l(-2n-l)f_0^2]
\]
We need to distinguish in between the following cases
\((-1)^{l+1} = \begin{cases} 
1 & \text{l even} \\
-1 & \text{l odd}
\end{cases} \)

\((-1)^{k+l} = \begin{cases} 
1 & \text{k even, l even} \\
k & \text{or} \quad k \text{ even, l odd} \\
-1 & \text{k odd, l even} \\
or & \text{k odd, l odd}
\end{cases} \)

\((-1)^{k+l} = \begin{cases} 
1 & \text{k even} \\
-1 & \text{k odd}
\end{cases} \)

Therefore our discussion is now limited to the following cases

\begin{cases} 
k \text{ even, l even} \\
k \text{ even, l odd} \\
k \text{ odd, l even} \\
k \text{ odd, l odd}
\end{cases}
\[ k \text{ even, } l \text{ even case} \]

\[
\frac{1}{16} \sum_{m, n, k, l} \infty \sum_{m, n, k, l} \left[ \left[ J_m(\beta)J_n(\gamma)J_{m-k}(\beta)J_{n-l}(\beta) \right] (m - k) \psi \cdot e^{i[k\gamma + \delta]} \cdot e^{i[k\nu_0 + f_0]} \right] (\phi + t)
\]

\[ e^{i\frac{k}{2} (2m-k)\nu_0^2 + 2[nk + l(m-k)]f_0 + l(2n-l)f_0^2} \]

\[
\frac{1}{16} \sum_{m, n, k, l} \infty \sum_{m, n, k, l} \left[ \left[ J_m(\beta)J_n(\gamma)J_{m-k}(\beta)J_{n-l}(\beta) \right] (m + k) \psi \cdot e^{i[k\gamma + \delta]} \cdot e^{i[k\nu_0 + f_0]} \right] (\phi + t)
\]

\[ e^{i\frac{k}{2} (2m-k)\nu_0^2 + 2[nk + l(m-k)]f_0 + l(2n-l)f_0^2} \]

\[
\frac{1}{16} \sum_{m, n, k, l} \infty \sum_{m, n, k, l} \left[ \left[ J_m(\beta)J_n(\gamma)J_{m-k}(\beta)J_{n-l}(\beta) \right] (m - k) \psi \cdot e^{i[-k\gamma + \delta]} \cdot e^{i[-k\nu_0 + f_0]} \right] (\phi + t)
\]

\[ e^{i\frac{k}{2} (2m-k)\nu_0^2 + 2[-nk + l(m-k)]f_0 + l(2n-l)f_0^2} \]

\[
\frac{1}{16} \sum_{m, n, k, l} \infty \sum_{m, n, k, l} \left[ \left[ J_m(\beta)J_n(\gamma)J_{m-k}(\beta)J_{n-l}(\beta) \right] (m + k) \psi \cdot e^{i[-k\gamma + \delta]} \cdot e^{i[-k\nu_0 + f_0]} \right] (\phi + t)
\]

\[ e^{i\frac{k}{2} (2m-k)\nu_0^2 + 2[-nk + l(m-k)]f_0 + l(2n-l)f_0^2} \]

\[
\frac{1}{16} \sum_{m, n, k, l} \infty \sum_{m, n, k, l} \left[ \left[ J_m(\beta)J_n(\gamma)J_{m-k}(\beta)J_{n-l}(\beta) \right] (m - k) \psi \cdot e^{i[k\gamma + \delta]} \cdot e^{i[k\nu_0 + f_0]} \right] (\phi + t)
\]

\[ e^{i\frac{k}{2} (2m-k)\nu_0^2 + 2[-nk + l(m-k)]f_0 + l(2n-l)f_0^2} \]

\[
\frac{1}{16} \sum_{m, n, k, l} \infty \sum_{m, n, k, l} \left[ \left[ J_m(\beta)J_n(\gamma)J_{m-k}(\beta)J_{n-l}(\beta) \right] (m + k) \psi \cdot e^{i[-k\gamma + \delta]} \cdot e^{i[-k\nu_0 + f_0]} \right] (\phi + t)
\]

\[ e^{i\frac{k}{2} (2m-k)\nu_0^2 + 2[-nk + l(m-k)]f_0 + l(2n-l)f_0^2} \]
\[ e^{j \frac{1}{2} \phi \left[ -k(2m+k)\sigma_0^2 + 2 \right| -nk+l(-m-k) \right] \nu \phi_0 + l(2n-1) \nu f_0^2} + e^{j \frac{1}{2} \phi \left[ -k(2m+k)\sigma_0^2 + 2 \right| -nk+l(-m-k) \right] \nu \phi_0 + l(2n-1) \nu f_0^2} \]

\[ e^{j \frac{1}{2} \phi \left[ k(-2m-k)\sigma_0^2 + 2 \right| -nk-l(-m-k) \right] \nu \phi_0 + l(-2n-1) \nu f_0^2} + e^{j \frac{1}{2} \phi \left[ k(-2m-k)\sigma_0^2 + 2 \right| -nk-l(-m-k) \right] \nu \phi_0 + l(-2n-1) \nu f_0^2} \]

\[ e^{j \frac{1}{2} \phi \left[ -k(2m+k)\sigma_0^2 + 2 \right| -nk+l(-m-k) \right] \nu \phi_0 + l(2n-1) \nu f_0^2} + e^{j \frac{1}{2} \phi \left[ -k(2m+k)\sigma_0^2 + 2 \right| -nk+l(-m-k) \right] \nu \phi_0 + l(2n-1) \nu f_0^2} \]

\[ e^{j \frac{1}{2} \phi \left[ k(-2m-k)\sigma_0^2 + 2 \right| -nk-l(-m-k) \right] \nu \phi_0 + l(-2n-1) \nu f_0^2} + e^{j \frac{1}{2} \phi \left[ k(-2m-k)\sigma_0^2 + 2 \right| -nk-l(-m-k) \right] \nu \phi_0 + l(-2n-1) \nu f_0^2} \]

rearranging common RF fading terms (due to dispersion) in adjacent lines

\[ = \sum_{m,n,k,l} \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(\nu \psi) J_{m-k}(\beta) J_{n-l}(\nu \psi) \cdot e^{j[\nu \psi + l(\nu f_0)]} \cdot e^{j[\nu \psi + l(\nu f_0)]} \cdot e^{j[\nu \psi + l(\nu f_0)]} \]

\[ e^{j \frac{1}{2} \phi \left[ k(2m+k)\sigma_0^2 + 2 \right| -nk+l(-m-k) \right] \nu \phi_0 + l(2n-1) \nu f_0^2} + e^{j \frac{1}{2} \phi \left[ k(2m+k)\sigma_0^2 + 2 \right| -nk+l(-m-k) \right] \nu \phi_0 + l(2n-1) \nu f_0^2} \]

\[ e^{j \frac{1}{2} \phi \left[ k(-2m-k)\sigma_0^2 + 2 \right| -nk-l(-m-k) \right] \nu \phi_0 + l(-2n-1) \nu f_0^2} + e^{j \frac{1}{2} \phi \left[ k(-2m-k)\sigma_0^2 + 2 \right| -nk-l(-m-k) \right] \nu \phi_0 + l(-2n-1) \nu f_0^2} \]

\[ e^{j \frac{1}{2} \phi \left[ k(-2m-k)\sigma_0^2 + 2 \right| -nk+l(-m-k) \right] \nu \phi_0 + l(2n-1) \nu f_0^2} + e^{j \frac{1}{2} \phi \left[ k(-2m-k)\sigma_0^2 + 2 \right| -nk+l(-m-k) \right] \nu \phi_0 + l(2n-1) \nu f_0^2} \]

\[ e^{j \frac{1}{2} \phi \left[ k(-2m-k)\sigma_0^2 + 2 \right| -nk-l(-m-k) \right] \nu \phi_0 + l(-2n-1) \nu f_0^2} + e^{j \frac{1}{2} \phi \left[ k(-2m-k)\sigma_0^2 + 2 \right| -nk-l(-m-k) \right] \nu \phi_0 + l(-2n-1) \nu f_0^2} \]
\[
\begin{aligned}
&+ \frac{1}{10} \sum_{m, n, k, l} \frac{J_m(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n+k}(l \psi) \cdot e^{i[-k \gamma + l \delta]} \cdot e^{i[-k \nu_0 + l f_0] \cdot (\phi + t)}}{n!} \\
&+ \frac{1}{10} \sum_{m, n, k, l} \frac{J_m(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n+k}(l \psi) \cdot e^{i[k \gamma + l \delta]} \cdot e^{i[\nu_0 + l f_0] \cdot (\phi + t)}}{n!} \\
&+ \frac{1}{10} \sum_{m, n, k, l} \frac{J_m(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n+k}(l \psi) \cdot e^{i[-k \gamma - l \delta]} \cdot e^{i[-k \nu_0 + l f_0] \cdot (\phi + t)}}{n!} \\
&+ \frac{1}{10} \sum_{m, n, k, l} \frac{J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n-k}(l \psi) \cdot e^{i[k \gamma - l \delta]} \cdot e^{i[-k \nu_0 - l f_0] \cdot (\phi + t)}}{n!} \\
&+ \frac{1}{10} \sum_{m, n, k, l} \frac{J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n-k}(l \psi) \cdot e^{i[-k \gamma + l \delta]} \cdot e^{i[k \nu_0 + l f_0] \cdot (\phi + t)}}{n!} \\
&+ \frac{1}{10} \sum_{m, n, k, l} \frac{J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n-k}(l \psi) \cdot e^{i[-k \gamma - l \delta]} \cdot e^{i[-k \nu_0 - l f_0] \cdot (\phi + t)}}{n!} \\
\end{aligned}
\]
assembling trigonometric identities

\[
\begin{align*}
&= \frac{1}{8} \sum_{m,n,k,l = -\infty}^{\infty} J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n-l}([m - k]\psi) \cdot \cos[(k\nu_0 + l\nu_0)(\dot{\phi} + t) + k\gamma + l\delta] \\
&+ \frac{1}{8} \sum_{m,n,k,l = -\infty}^{\infty} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}([m + k]\psi) \cdot \cos[(k\nu_0 - l\nu_0)(\dot{\phi} + t) + k\gamma - l\delta] \\
\end{align*}
\]

after rearranging common expressions and substitute \( l = -l \)

\[
\begin{align*}
&= \frac{1}{8} \sum_{m,n,k,l = -\infty}^{\infty} J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n-l}([m - k]\psi) \cdot \cos[(k\nu_0 + l\nu_0)(\dot{\phi} + t) + k\gamma + l\delta] \\
&+ \frac{1}{8} \sum_{m,n,k,l = -\infty}^{\infty} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}([m + k]\psi) \cdot \cos[(k\nu_0 - l\nu_0)(\dot{\phi} + t) + k\gamma - l\delta] \\
\end{align*}
\]
\[ e^{\frac{i}{\hbar} \phi} \left[ k(2m-k)\nu_0^2 + 2\nu_0 f_0 t + (2n-1)\nu_0^2 \right] + \frac{1}{\hbar} \sum_{m,n,k,l} \mathcal{J}_m(\beta) \mathcal{J}_n(\nu_0) \mathcal{J}_{m-k}(\beta) \mathcal{J}_{n+l}([m-k]\nu_0) \cdot \cos\left( \nu_0 f_0 t + (2n-1)\nu_0^2 \right) \]
\[ l \text{ even case} \]
\[
\frac{1}{2} \sum_{m, n, k, l} \left[ e^{j \phi} k(2m-k) \nu_0^2 + 2(nk+(m-k))\nu_0 f_0 + l^2 f_0^2 \right] \\
+ \frac{1}{2} \sum_{m, n, k, l} \left[ e^{j \phi} k(2m-k) \nu_0^2 + 2(nk+(m-k))\nu_0 f_0 + l^2 f_0^2 \right] \\
+ \frac{1}{2} \sum_{m, n, k, l} \left[ e^{j \phi} k(2m-k) \nu_0^2 + 2(nk+(m-k))\nu_0 f_0 + l^2 f_0^2 \right] \\
= \frac{1}{2} \sum_{m, n, k, l} \left[ e^{j \phi} k(2m-k) \nu_0^2 + 2(nk+(m-k))\nu_0 f_0 + l^2 f_0^2 \right] \\
+ \frac{1}{2} \sum_{m, n, k, l} \left[ e^{j \phi} k(2m-k) \nu_0^2 + 2(nk+(m-k))\nu_0 f_0 + l^2 f_0^2 \right] \\
+ \frac{1}{2} \sum_{m, n, k, l} \left[ e^{j \phi} k(2m-k) \nu_0^2 + 2(nk+(m-k))\nu_0 f_0 + l^2 f_0^2 \right] \\
= \frac{1}{2} \sum_{m, n, k, l} \left[ e^{j \phi} k(2m-k) \nu_0^2 + 2(nk+(m-k))\nu_0 f_0 + l^2 f_0^2 \right]
\]

in 2nd equation substitute variable

\[ m + k = \xi, \ m = \xi - k, \ 2m + k = 2\xi - 2k + k = 2\xi - k \]
\[ \Rightarrow m + k \rightarrow m; \ m \rightarrow m - k; \ 2m + k \rightarrow 2m - k \]
\[ n + l = \xi, \ n = \xi - l, \ 2n + l = 2\xi - 2l + l = 2\xi - l \]
\[ \Rightarrow n + l \rightarrow n; \ n \rightarrow n - l; \ 2n + l \rightarrow 2n - l \]
\[ = \frac{1}{2} \sum_{m, n, k, l} \left[ e^{j \phi} k(2m-k) \nu_0^2 + 2(nk+(m-k))\nu_0 f_0 + l^2 f_0^2 \right] \\
+ \frac{1}{2} \sum_{m, n, k, l} \left[ e^{j \phi} k(2m-k) \nu_0^2 + 2(nk+(m-k))\nu_0 f_0 + l^2 f_0^2 \right] \\
+ \frac{1}{2} \sum_{m, n, k, l} \left[ e^{j \phi} k(2m-k) \nu_0^2 + 2(nk+(m-k))\nu_0 f_0 + l^2 f_0^2 \right] \\
= \sum_{m, n, k, l} \left[ e^{j \phi} k(2m-k) \nu_0^2 + 2(nk+(m-k))\nu_0 f_0 + l^2 f_0^2 \right]
\]

98
\[
\cos \left( \frac{1}{2} \ddot{\phi} \left[ k(2m - k)\nu_0^2 + 2[nk + l(m - k)]\nu_0 f_0 + l(2n - l)f_0^2 \right] \right)
\]
or (substitute \( n \to n + l, m \to m + k \))

\[
= \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m + k]\psi) \cdot \cos [(k\nu_0 + l\gamma)(\dot{\phi} + t) + k\gamma + l\delta] 
\]

\[
\cdot \cos \left( \frac{1}{2} \ddot{\phi} \left[ k(2m + k)\nu_0^2 + 2[nk + l(m + k)]\nu_0 f_0 + l(2n + l)f_0^2 \right] \right).
\]
\[ k \text{ even, } l \text{ odd case} \]
\[
= \frac{1}{16} \sum_{m, n, k, l} \sum_{r = -\infty}^{\infty} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-l}([m - k]\psi) \cdot e^{j[k\psi + \dot{t}]} \cdot e^{j[k\nu_0 + lf_0]}(\dot{\phi} + t)
\]
\[
e^{-j\dot{\phi}[k(2m-k)\nu_0^2 + 2nk + (m-k)\nu_0f_0 + (2n-l)f_0^2]}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l} \sum_{r = -\infty}^{\infty} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m + k]\psi) \cdot e^{j[k\psi - \dot{t}]} \cdot e^{j[-k\nu_0 + lf_0]}(\dot{\phi} + t)
\]
\[
e^{-j\dot{\phi}[k(2m+k)\nu_0^2 + 2nk - (m+k)\nu_0f_0 + (2n+l)f_0^2]}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l} \sum_{r = -\infty}^{\infty} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n-l}([m + k]\psi) \cdot e^{j[k\psi - \dot{t}]} \cdot e^{j[-k\nu_0 - lf_0]}(\dot{\phi} + t)
\]
\[
e^{-j\dot{\phi}[k(2m+k)\nu_0^2 + 2nk + (m+k)\nu_0f_0 + (2n+l)f_0^2]}
\]
\[
- \frac{1}{16} \sum_{m, n, k, l} \sum_{r = -\infty}^{\infty} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n+l}([m - k]\psi) \cdot e^{j[k\psi + \dot{t}]} \cdot e^{j[k\nu_0 + lf_0]}(\dot{\phi} + t)
\]
\[
e^{-j\dot{\phi}[k(2m-k)\nu_0^2 - 2nk + (m-k)\nu_0f_0 + (2n-l)f_0^2]}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l} \sum_{r = -\infty}^{\infty} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n+l}([m - k]\psi) \cdot e^{j[k\psi - \dot{t}]} \cdot e^{j[-k\nu_0 - lf_0]}(\dot{\phi} + t)
\]
\[
e^{-j\dot{\phi}[k(2m-k)\nu_0^2 - 2nk - (m-k)\nu_0f_0 + (2n+l)f_0^2]}
\]
\[
- \frac{1}{16} \sum_{m, n, k, l} \sum_{r = -\infty}^{\infty} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n-l}([m + k]\psi) \cdot e^{j[k\psi - \dot{t}]} \cdot e^{j[-k\nu_0 + lf_0]}(\dot{\phi} + t)
\]
\[
e^{-j\dot{\phi}[k(2m+k)\nu_0^2 - 2nk - (m+k)\nu_0f_0 + (2n+l)f_0^2]}
\]
\[
- \frac{1}{16} \sum_{m, n, k, l} \sum_{r = -\infty}^{\infty} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n-l}([m + k]\psi) \cdot e^{j[k\psi - \dot{t}]} \cdot e^{j[-k\nu_0 - lf_0]}(\dot{\phi} + t)
\]
\[
e^{-j\dot{\phi}[k(2m+k)\nu_0^2 - 2nk + (m+k)\nu_0f_0 + (2n+l)f_0^2]}
\]
\[
- \frac{1}{16} \sum_{m, n, k, l} \sum_{r = -\infty}^{\infty} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n+l}([m - k]\psi) \cdot e^{j[k\psi + \dot{t}]} \cdot e^{j[k\nu_0 + lf_0]}(\dot{\phi} + t)
\]
\[
e^{-j\dot{\phi}[k(-2m-k)\nu_0^2 + 2nk + (m-k)\nu_0f_0 + (2n-l)f_0^2]}
\]
\[
- \frac{1}{16} \sum_{m, n, k, l} \sum_{r = -\infty}^{\infty} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-l}([m - k]\psi) \cdot e^{j[k\psi - \dot{t}]} \cdot e^{j[-k\nu_0 + lf_0]}(\dot{\phi} + t)
\]
\[
e^{-j\dot{\phi}[k(-2m-k)\nu_0^2 + 2nk + (m-k)\nu_0f_0 + (2n-l)f_0^2]}
\]
\[
- \frac{1}{16} \sum_{m, n, k, l} \sum_{r = -\infty}^{\infty} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m + k]\psi) \cdot e^{j[k\psi - \dot{t}]} \cdot e^{j[-k\nu_0 - lf_0]}(\dot{\phi} + t)
\]
\[
e^{-j\dot{\phi}[k(-2m-k)\nu_0^2 - 2nk + (m-k)\nu_0f_0 + (2n+l)f_0^2]}
\]
\[
- \frac{1}{16} \sum_{m, n, k, l} \sum_{r = -\infty}^{\infty} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n-l}([m + k]\psi) \cdot e^{j[k\psi - \dot{t}]} \cdot e^{j[-k\nu_0 - lf_0]}(\dot{\phi} + t)
\]
\[
e^{-j\dot{\phi}[k(-2m-k)\nu_0^2 - 2nk - (m-k)\nu_0f_0 + (2n+l)f_0^2]}
\]
\[ e^{j\frac{\phi}{2}}[-k(-2m+k)\nu_0^2 + 2] - nk+(-m+k)]v_0f_0 + l(2n-l)f_0^2 \]

\[\frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n+l}([m - k]\psi) \cdot e^{j[-k\gamma - \Delta]} \cdot e^{j[-k\nu_0 - lf_0]}(\dot{\phi} + t)\]

\[ e^{j\frac{\phi}{2}}[-k(-2m+k)\nu_0^2 + 2] - nk+(-m+k)]v_0f_0 + l(2n-l)f_0^2 \]

\[\frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m + k]\psi) \cdot e^{j[k\gamma + \Delta]} \cdot e^{j[k\nu_0 + lf_0]}(\dot{\phi} + t)\]

\[ e^{j\frac{\phi}{2}}[k(-2m-k)\nu_0^2 + 2] - nk+(-m+k)]v_0f_0 - l(2n-l)f_0^2 \]

\[\frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-l}([m - k]\psi) \cdot e^{j[-k\gamma - \Delta]} \cdot e^{j[-k\nu_0 - lf_0]}(\dot{\phi} + t)\]

\[ e^{j\frac{\phi}{2}}[k(-2m-k)\nu_0^2 + 2] - nk+(-m+k)]v_0f_0 - l(2n-l)f_0^2 \]

\[\frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n-l}([m + k]\psi) \cdot e^{j[k\gamma + \Delta]} \cdot e^{j[k\nu_0 + lf_0]}(\dot{\phi} + t)\]

\[ e^{j\frac{\phi}{2}}[-k(-2m+k)\nu_0^2 + 2] - nk+(-m+k)]v_0f_0 + l(2n-l)f_0^2 \]

\[\frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-l}([m - k]\psi) \cdot e^{j[-k\gamma - \Delta]} \cdot e^{j[-k\nu_0 - lf_0]}(\dot{\phi} + t)\]
assembling trigonometric identities

\[ e^{j \phi} [k(-2m-k)\nu_0^2 + 2(nk-l(-m-k))\nu_0 f_0 - l(2n+l)f_0^2] \]

\[ \frac{1}{2} \sum_{m,n,k,l} J_m(\beta)J_n(\nu f_0)J_{m-k}(\beta)J_{n-l}([m - k]\nu f_0) \cdot \cos([k\nu_0 + l f_0](\dot{\phi} + t) + k\gamma + l\delta) \]

\[ e^{j \phi} [k(2m-k)\nu_0^2 + 2[nk+l(m-k)]\nu_0 f_0 + l(2n+l)f_0^2] \]

\[ -\frac{1}{8} \sum_{m,n,k,l} J_m(\beta)J_n(\nu f_0)J_{m-k}(\beta)J_{n-l}([m - k]\nu f_0) \cdot \cos([k\nu_0 - l f_0](\dot{\phi} + t) + k\gamma + l\delta) \]

\[ e^{j \phi} [k(2m-k)\nu_0^2 + 2[-nk-l(m-k)]\nu_0 f_0 - l(-2n+l)f_0^2] \]

\[ +\frac{1}{8} \sum_{m,n,k,l} J_m(\beta)J_n(\nu f_0)J_{m-k}(\beta)J_{n+l}([m - k]\nu f_0) \cdot \cos([k\nu_0 + l f_0](\dot{\phi} + t) + k\gamma + l\delta) \]

\[ e^{j \phi} [k(2m-k)\nu_0^2 + 2[-nk+l(m-k)]\nu_0 f_0 + l(-2n+l)f_0^2] \]

\[ -\frac{1}{8} \sum_{m,n,k,l} J_m(\beta)J_n(\nu f_0)J_{m+k}(\beta)J_{n-l}([m + k]\nu f_0) \cdot \cos([k\nu_0 - l f_0](\dot{\phi} + t) + k\gamma + l\delta) \]

\[ e^{j \phi} [k(2m+k)\nu_0^2 + 2[-nk+l(m+k)]\nu_0 f_0 + l(-2n+l)f_0^2] \]

\[ +\frac{1}{8} \sum_{m,n,k,l} J_m(\beta)J_n(\nu f_0)J_{m+k}(\beta)J_{n+l}([m + k]\nu f_0) \cdot \cos([k\nu_0 + l f_0](\dot{\phi} + t) + k\gamma + l\delta) \]

\[ e^{j \phi} [k(2m+k)\nu_0^2 + 2[nk-l(m+k)]\nu_0 f_0 - l(-2n+l)f_0^2] \]

\[ -\frac{1}{8} \sum_{m,n,k,l} J_m(\beta)J_n(\nu f_0)J_{m+k}(\beta)J_{n+l}([m + k]\nu f_0) \cdot \cos([k\nu_0 - l f_0](\dot{\phi} + t) + k\gamma + l\delta) \]

\[ e^{j \phi} [k(2m+k)\nu_0^2 + 2[nk+l(m+k)]\nu_0 f_0 - l(-2n+l)f_0^2] \]

after rearranging common expressions and substitute \( l = -l \)

\[ = \frac{1}{8} \sum_{m,n,k,l} J_m(\beta)J_n(\nu f_0)J_{m-k}(\beta)J_{n-l}([m - k]\nu f_0) \cdot \cos([k\nu_0 + l f_0](\dot{\phi} + t) + k\gamma + l\delta) \]

\[ e^{j \phi} [k(2m-k)\nu_0^2 + 2[nk+l(m-k)]\nu_0 f_0 + l(2n+l)f_0^2] \]

\[ +\frac{1}{8} \sum_{m,n,k,l} J_m(\beta)J_n(\nu f_0)J_{m-k}(\beta)J_{n+l}([m - k]\nu f_0) \cdot \cos([k\nu_0 + l f_0](\dot{\phi} + t) + k\gamma + l\delta) \]
\[ e^{j \frac{1}{2} \phi} \left[ (2m-k)\nu_0^2 + 2[nk+l(m-k)]\nu_{0f} + l(2n-1)\nu_f^2 \right] \]

\[ - \frac{1}{8} \sum_{m, n, k} \infty \infty \left\{ J_m(\beta)J_n(\nu_0)J_{m-k}(\beta)J_{n+l}(\nu_0 + l\nu_0 + l^2) \cos \left( (k\nu_0 + l\nu_0 + l^2) \left( \phi + t \right) + k\gamma + l\delta \right) \right\} \]

\[ e^{j \frac{1}{2} \phi} \left[ (2m-k)\nu_0^2 + 2[-nk+l(m-k)]\nu_{0f} + l(-2n-1)\nu_f^2 \right] \]

\[ - \frac{1}{8} \sum_{m, n, k} \infty \infty \left\{ J_m(\beta)J_n(\nu_0)J_{m-k}(\beta)J_{n+l}(\nu_0 + l\nu_0 + l^2) \cos \left( (k\nu_0 + l\nu_0 + l^2) \left( \phi + t \right) + k\gamma + l\delta \right) \right\} \]

\[ e^{j \frac{1}{2} \phi} \left[ (2m-k)\nu_0^2 + 2[-nk+l(m-k)]\nu_{0f} + l(2n-l)\nu_f^2 \right] \]

\[ - \frac{1}{8} \sum_{m, n, k} \infty \infty \left\{ J_m(\beta)J_n(\nu_0)J_{m-k}(\beta)J_{n-l}(\nu_0 + l\nu_0 + l^2) \cos \left( (k\nu_0 + l\nu_0 + l^2) \left( \phi + t \right) + k\gamma + l\delta \right) \right\} \]

\[ e^{j \frac{1}{2} \phi} \left[ -k(2m+k)\nu_0^2 + 2(2n-l(m+k)]\nu_{0f} + l(2n-l)\nu_f^2 \right] \]

\[ + \frac{1}{8} \sum_{m, n, k} \infty \infty \left\{ J_m(\beta)J_n(\nu_0)J_{m-k}(\beta)J_{n+l}(\nu_0 + l\nu_0 + l^2) \cos \left( (k\nu_0 + l\nu_0 + l^2) \left( \phi + t \right) + k\gamma + l\delta \right) \right\} \]

\[ e^{-j \frac{1}{2} \phi} \left[ (2m+k)\nu_0^2 + 2[nk+1(m+k)]\nu_{0f} + l(2n-l)\nu_f^2 \right] \]

\[ + \frac{1}{8} \sum_{m, n, k} \infty \infty \left\{ J_m(\beta)J_n(\nu_0)J_{m-k}(\beta)J_{n-l}(\nu_0 + l\nu_0 + l^2) \cos \left( (k\nu_0 + l\nu_0 + l^2) \left( \phi + t \right) + k\gamma + l\delta \right) \right\} \]

\[ e^{-j \frac{1}{2} \phi} \left[ (2m+k)\nu_0^2 + 2[nk+1(m+k)]\nu_{0f} + l(2n-l)\nu_f^2 \right] \]

\[ \text{substitute } n = -n \]

\[ = \frac{1}{4} \sum_{m, n, k} \infty \infty \left\{ J_m(\beta)J_n(\nu_0)J_{m-k}(\beta)J_{n-l}(\nu_0 + l\nu_0 + l^2) \cos \left( (k\nu_0 + l\nu_0 + l^2) \left( \phi + t \right) + k\gamma + l\delta \right) \right\} \]

\[ e^{j \frac{1}{2} \phi} \left[ (2m-k)\nu_0^2 + 2[nk+1(m-k)]\nu_{0f} + l(2n-1)\nu_f^2 \right] \]

\[ - \frac{1}{4} \sum_{m, n, k} \infty \infty \left\{ J_m(\beta)J_n(\nu_0)J_{m-k}(\beta)J_{n+l}(\nu_0 + l\nu_0 + l^2) \cos \left( (k\nu_0 + l\nu_0 + l^2) \left( \phi + t \right) + k\gamma + l\delta \right) \right\} \]

\[ e^{j \frac{1}{2} \phi} \left[ (2m-k)\nu_0^2 + 2[-nk+l(m-k)]\nu_{0f} + l(-2n+l)\nu_f^2 \right] \]

\[ - \frac{1}{4} \sum_{m, n, k} \infty \infty \left\{ J_m(\beta)J_n(\nu_0)J_{m+k}(\beta)J_{n-l}(\nu_0 + l\nu_0 + l^2) \cos \left( (k\nu_0 + l\nu_0 + l^2) \left( \phi + t \right) + k\gamma + l\delta \right) \right\} \]

\[ e^{-j \frac{1}{2} \phi} \left[ (2m+k)\nu_0^2 + 2(2n-l(m+k)]\nu_{0f} + l(2n-l)\nu_f^2 \right] \]

\[ + \frac{1}{4} \sum_{m, n, k} \infty \infty \left\{ J_m(\beta)J_n(\nu_0)J_{m+k}(\beta)J_{n+l}(\nu_0 + l\nu_0 + l^2) \cos \left( (k\nu_0 + l\nu_0 + l^2) \left( \phi + t \right) + k\gamma + l\delta \right) \right\} \]

\[ e^{-j \frac{1}{2} \phi} \left[ (2m+k)\nu_0^2 + 2[nk+1(m+k)]\nu_{0f} + l(2n-l)\nu_f^2 \right] \]
\[
\begin{align*}
\text{l odd case} & \\
& = \frac{1}{4} \sum_{m, n, k, l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-l}([m - k]\psi) \cdot \cos((kv_0 + lf_0)(\dot{\phi} + t) + k\gamma + l\delta) \\
& + \frac{1}{4} \sum_{m, n, k, l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-l}([m - k]\psi) \cdot \cos((kv_0 + lf_0)(\dot{\phi} + t) + k\gamma + l\delta) \\
& - e^{\frac{j}{2} \phi} [k(2m-k)\nu_0^2 + 2nk + l(2n-l)f_0^2] \\
& + \frac{1}{4} \sum_{m, n, k, l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m + k]\psi) \cdot \cos((kv_0 + lf_0)(\dot{\phi} + t) + k\gamma + l\delta) \\
& + \frac{1}{4} \sum_{m, n, k, l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m + k]\psi) \cdot \cos((kv_0 + lf_0)(\dot{\phi} + t) + k\gamma + l\delta) \\
& - e^{-\frac{j}{2} \phi} [k(2m+k)\nu_0^2 + 2nk + l(2n+l)f_0^2] \\
& + \frac{1}{4} \sum_{m, n, k, l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m + k]\psi) \cdot \cos((kv_0 + lf_0)(\dot{\phi} + t) + k\gamma + l\delta) \\
& + \frac{1}{4} \sum_{m, n, k, l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m + k]\psi) \cdot \cos((kv_0 + lf_0)(\dot{\phi} + t) + k\gamma + l\delta) \\
& - e^{-\frac{j}{2} \phi} [k(2m+k)\nu_0^2 + 2nk + l(2n+l)f_0^2]
\end{align*}
\]

identical to previous case i.e., independent of \( l \) polarity

\[
\begin{align*}
& = \sum_{m, n, k, l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-l}([m - k]\psi) \cdot \cos((kv_0 + lf_0)(\dot{\phi} + t) + k\gamma + l\delta) \\
& \cdot \cos \left( \frac{1}{2} \phi \left[ k(2m-k)\nu_0^2 + 2nk + l(2n-l)f_0^2 \right] \right)
\end{align*}
\]

or

\[
\begin{align*}
& = \sum_{m, n, k, l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m + k]\psi) \cdot \cos((kv_0 + lf_0)(\dot{\phi} + t) + k\gamma + l\delta) \\
& \cdot \cos \left( \frac{1}{2} \phi \left[ k(2m+k)\nu_0^2 + 2nk + l(2n+k)f_0^2 \right] \right).
\end{align*}
\]
k odd, l even case

\[ \frac{1}{16} \sum_{m, n, k, l} \frac{1}{\pi} e^{i\beta J_n(m)} e^{i\beta J_m(m)} \left( e^{i(k\gamma + l\delta)} - e^{i(k\gamma - l\delta)} \right). \]

\[ e^{i\phi_0 [(2m - k)u_k^2 + 2mk(l - m - k)]} + e^{i\phi_0 [(2m - k)u_k^2 + 2mk(l - m + k)]} \]

\[ e^{i\phi_0 [(2m + k)u_k^2 + 2mk(l + m + k)]} \]

\[ e^{i\phi_0 [(2m + k)u_k^2 + 2mk(l + m - k)]} + e^{i\phi_0 [(2m + k)u_k^2 + 2mk(l + m + k)]} \]

\[ e^{i\phi_0 [(2m + k)u_k^2 + 2mk(l + m + k)]} \]

\[ e^{i\phi_0 [(2m - k)u_k^2 + 2mk(l + m - k)]} + e^{i\phi_0 [(2m - k)u_k^2 + 2mk(l + m - k)]} \]

\[ e^{i\phi_0 [(2m - k)u_k^2 + 2mk(l + m - k)]} \]

\[ e^{i\phi_0 [(2m - k)u_k^2 + 2mk(l + m - k)]} + e^{i\phi_0 [(2m - k)u_k^2 + 2mk(l + m - k)]} \]

\[ e^{i\phi_0 [(2m - k)u_k^2 + 2mk(l + m - k)]} \]

\[ e^{i\phi_0 [(2m - k)u_k^2 + 2mk(l + m - k)]} + e^{i\phi_0 [(2m - k)u_k^2 + 2mk(l + m - k)]} \]

\[ e^{i\phi_0 [(2m - k)u_k^2 + 2mk(l + m - k)]} \]
\[ e^{j \frac{\phi}{f}} [e^{-j(2m+k)\psi^2 + 2[-nk+l(-m+k)]\nu_0 f_0 + l(2n-1)f_0^2}] \]

\[ -\frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n+l}([m - k]\psi) \cdot e^{j[-k\gamma-l\delta]} \cdot e^{j[-kv_0-lf_0](\phi+t)} \]

\[ e^{j \frac{\phi}{f}} [e^{-j(2m+k)\psi^2 + 2[-nk+l(-m+k)]\nu_0 f_0 + l(2n-1)f_0^2}] \]

\[ -\frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}([m + k]\psi) \cdot e^{j[k\gamma+l\delta]} \cdot e^{j[kv_0+lf_0](\phi+t)} \]

\[ e^{j \frac{\phi}{f}} [e^{-j(2m+k)\psi^2 + 2[-nk+l(-m+k)]\nu_0 f_0 + l(2n-1)f_0^2}] \]

\[ -\frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n+1}([m - k]\psi) \cdot e^{j[-k\gamma-l\delta]} \cdot e^{j[-kv_0-lf_0](\phi+t)} \]

\[ e^{j \frac{\phi}{f}} [e^{-j(2m+k)\psi^2 + 2[-nk+l(-m+k)]\nu_0 f_0 + l(2n-1)f_0^2}] \]

\[ -\frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n-l}([m - k]\psi) \cdot e^{j[-k\gamma-l\delta]} \cdot e^{j[-kv_0-lf_0](\phi+t)} \]

\[ e^{j \frac{\phi}{f}} [e^{-j(2m+k)\psi^2 + 2[-nk+l(-m+k)]\nu_0 f_0 + l(2n-1)f_0^2}] \]

\[ -\frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n-l}([m - k]\psi) \cdot e^{j[-k\gamma-l\delta]} \cdot e^{j[-kv_0-lf_0](\phi+t)} \]

\[ e^{j \frac{\phi}{f}} [e^{-j(2m+k)\psi^2 + 2[-nk+l(-m+k)]\nu_0 f_0 + l(2n-1)f_0^2}] \]

\[ + \frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n-l}([m - k]\psi) \cdot e^{j[k\gamma+l\delta]} \cdot e^{j[kv_0+lf_0](\phi+t)} \]

\[ e^{j \frac{\phi}{f}} [e^{-j(2m+k)\psi^2 + 2[-nk+l(-m+k)]\nu_0 f_0 + l(2n-1)f_0^2}] \]

\[ -\frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}([m + k]\psi) \cdot e^{j[-k\gamma+l\delta]} \cdot e^{j[-kv_0+lf_0](\phi+t)} \]

\[ e^{j \frac{\phi}{f}} [e^{-j(2m+k)\psi^2 + 2[-nk+l(-m+k)]\nu_0 f_0 + l(2n-1)f_0^2}] \]

\[ -\frac{1}{16} \sum_{m,n,k,l}^{\infty} J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n+1}([m - k]\psi) \cdot e^{j[k\gamma+l\delta]} \cdot e^{j[kv_0+lf_0](\phi+t)} \]

\[ e^{j \frac{\phi}{f}} [e^{-j(2m+k)\psi^2 + 2[-nk+l(-m+k)]\nu_0 f_0 + l(2n-1)f_0^2}] \]

rearranging common RF fading terms (due to dispersion) in adjacent lines
\begin{align*}
- \frac{1}{T_0} \sum_{m,n,k,l} J_m(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n+l}([m-k] \psi) \cdot e^{i[-k \gamma + \ell \delta]} \cdot e^{i[-k \nu_0 + l f_0]}(\phi + t) \\
- e^{i \hat{\phi} \left[ -k(-2m+k) \nu_0^2 + 2[mk+l(-m+k)] \nu_0 f_0 + l(-2n-l) f_0^2 \right]} \\
+ \frac{1}{T_0} \sum_{m,n,k,l} J_m(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n+l}([m-k] \psi) \cdot e^{i[k \gamma + \ell \delta]} \cdot e^{i[k \nu_0 + l f_0]}(\phi + t) \\
+ e^{i \hat{\phi} \left[ k(2m-k) \nu_0^2 + 2[-nk+l(m-k)] \nu_0 f_0 + l(-2n-l) f_0^2 \right]} \\
- \frac{1}{T_0} \sum_{m,n,k,l} J_m(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n-l}([m-k] \psi) \cdot e^{i[-k \gamma - \ell \delta]} \cdot e^{i[-k \nu_0 - l f_0]}(\phi + t) \\
- e^{i \hat{\phi} \left[ -k(-2m+k) \nu_0^2 + 2[-nk+l(-m+k)] \nu_0 f_0 - l(-2n+l) f_0^2 \right]} \\
+ \frac{1}{T_0} \sum_{m,n,k,l} J_m(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n-l}([m+k] \psi) \cdot e^{i[k \gamma - \ell \delta]} \cdot e^{i[k \nu_0 - l f_0]}(\phi + t) \\
- e^{i \hat{\phi} \left[ k(2m-k) \nu_0^2 + 2[-nk+l(m+k)] \nu_0 f_0 - l(-2n+l) f_0^2 \right]} \\
+ \frac{1}{T_0} \sum_{m,n,k,l} J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n-l}([m+k] \psi) \cdot e^{i[-k \gamma - \ell \delta]} \cdot e^{i[-k \nu_0 - l f_0]}(\phi + t) \\
+ e^{i \hat{\phi} \left[ k(-2m+k) \nu_0^2 + 2[kn-l(m-k)] \nu_0 f_0 + l(-2n+l) f_0^2 \right]} \\
+ \frac{1}{T_0} \sum_{m,n,k,l} J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n-l}([m+k] \psi) \cdot e^{i[k \gamma - \ell \delta]} \cdot e^{i[k \nu_0 - l f_0]}(\phi + t) \\
+ e^{i \hat{\phi} \left[ k(-2m+k) \nu_0^2 + 2[kn-l(m+k)] \nu_0 f_0 - l(-2n+l) f_0^2 \right]} \\
- \frac{1}{T_0} \sum_{m,n,k,l} J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n+l}([m+k] \psi) \cdot e^{i[k \gamma + \ell \delta]} \cdot e^{i[k \nu_0 + l f_0]}(\phi + t) \\
+ e^{i \hat{\phi} \left[ k(-2m+k) \nu_0^2 + 2[kn+l(-m-k)] \nu_0 f_0 + l(-2n-l) f_0^2 \right]} \\
+ \frac{1}{T_0} \sum_{m,n,k,l} J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n+l}([m+k] \psi) \cdot e^{i[-k \gamma + \ell \delta]} \cdot e^{i[-k \nu_0 + l f_0]}(\phi + t) \\
+ e^{i \hat{\phi} \left[ k(2m-k) \nu_0^2 + 2[nk+l(m+k)] \nu_0 f_0 + l(-2n-l) f_0^2 \right]} \\
- \frac{1}{T_0} \sum_{m,n,k,l} J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n+l}([m+k] \psi) \cdot e^{i[k \gamma - \ell \delta]} \cdot e^{i[k \nu_0 - l f_0]}(\phi + t)
\end{align*}
assembling trigonometric identities

\[ \frac{1}{2} \sum_{m,n,k,l=\pm \infty} J_m(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n-l}((m-k) \psi) \cdot \sin[(k \nu_0 + l f_0)(\dot{\phi} + t) + k \gamma + l \delta] \]

\[ e^{j \frac{\phi}{2} [k(2m-k) \nu_0^2 + 2|k(2m-k) + 2l(k-l)]} \]

\[ = \frac{1}{2} \sum_{m,n,k,l=\pm \infty} J_m(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n-l}((m-k) \psi) \cdot \sin[(k \nu_0 - l f_0)(\dot{\phi} + t) + k \gamma - l \delta] \]

\[ e^{j \frac{\phi}{2} [k(2m-k) \nu_0^2 + 2|k(2m-k) + 2l(k-l)]} \]

\[ + \frac{1}{2} \sum_{m,n,k,l=\pm \infty} J_m(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n+l}((m-k) \psi) \cdot \sin[(k \nu_0 - l f_0)(\dot{\phi} + t) + k \gamma + l \delta] \]

\[ e^{j \frac{\phi}{2} [k(2m-k) \nu_0^2 + 2|k(2m-k) + 2l(k-l)]} \]

\[ + \frac{1}{2} \sum_{m,n,k,l=\pm \infty} J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n+l}((m+k) \psi) \cdot \sin[(k \nu_0 - l f_0)(\dot{\phi} + t) + k \gamma - l \delta] \]

\[ e^{j \frac{\phi}{2} [k(2m+k) \nu_0^2 + 2|k(2m+k) + 2l(k-l)]} \]

\[ = \frac{1}{2} \sum_{m,n,k,l=\pm \infty} J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n-l}((m+k) \psi) \cdot \sin[(k \nu_0 + l f_0)(\dot{\phi} + t) + k \gamma + l \delta] \]

\[ e^{j \frac{\phi}{2} [k(2m+k) \nu_0^2 + 2|k(2m+k) + 2l(k-l)]} \]

\[ + \frac{1}{2} \sum_{m,n,k,l=\pm \infty} J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n+l}((m+k) \psi) \cdot \sin[(k \nu_0 + l f_0)(\dot{\phi} + t) + k \gamma + l \delta] \]

\[ e^{j \frac{\phi}{2} [k(2m+k) \nu_0^2 + 2|k(2m+k) + 2l(k-l)]} \]

\[ = \frac{1}{2} \sum_{m,n,k,l=\pm \infty} J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n-l}((m+k) \psi) \cdot \sin[(k \nu_0 - l f_0)(\dot{\phi} + t) + k \gamma + l \delta] \]

\[ e^{j \frac{\phi}{2} [k(2m+k) \nu_0^2 + 2|k(2m+k) + 2l(k-l)]} \]

\[ + \frac{1}{2} \sum_{m,n,k,l=\pm \infty} J_m(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n+l}((m+k) \psi) \cdot \sin[(k \nu_0 - l f_0)(\dot{\phi} + t) + k \gamma - l \delta] \]

\[ e^{j \frac{\phi}{2} [k(2m+k) \nu_0^2 + 2|k(2m+k) + 2l(k-l)]} \]

\[ \text{after rearranging common expressions and substitute } l = -l \]

\[ = \frac{1}{2} \sum_{m,n,k,l=\pm \infty} J_m(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n-l}((m-k) \psi) \cdot \sin[(k \nu_0 + l f_0)(\dot{\phi} + t) + k \gamma + l \delta] \]

\[ e^{j \frac{\phi}{2} [k(2m-k) \nu_0^2 + 2|k(2m-k) + 2l(k-l)]} \]

\[ + \frac{1}{2} \sum_{m,n,k,l=\pm \infty} J_m(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n+l}((m-k) \psi) \cdot \sin[(k \nu_0 + l f_0)(\dot{\phi} + t) + k \gamma + l \delta] \]
\[\begin{align*}
\phi_j & \left[k(2m-k)\sigma_k^2 + 2[nk+l(m-k)]\nu_0 f_0 + l(2n-l)\sigma_k^2\right] \\
+ \frac{j}{2} \sum_{m,n,k,l=-\infty}^{\infty} J_n(\beta) J_n(m \psi) J_{m-k}(\beta) J_{n-l}(m-k \psi) \cdot \sin[(k \nu_0 + l f_0)(\dot{\phi} + t) + k \gamma + l \delta] \\
- \frac{j}{2} \sum_{m,n,k,l=-\infty}^{\infty} J_n(\beta) J_n(m \psi) J_{m+k}(\beta) J_{n+l}(m+k \psi) \cdot \sin[(k \nu_0 + l f_0)(\dot{\phi} + t) + k \gamma + l \delta] \\
\end{align*}\]
\[ l \text{ even case} \]
\[ \frac{1}{i} \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-l}([m-k]\psi) \cdot \sin[(kv_0 + l\gamma_0)(\dot{\phi} + t) + k\gamma + \lambda] \]
\[ e^{j\frac{1}{2}k(2m-k)v_0^2 + 2[nk+l(m-k)]v_0f_0 + l(2n-l)f_0^2} \]
\[ + \frac{1}{i} \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-l}([m-k]\psi) \cdot \sin[(kv_0 + l\gamma_0)(\dot{\phi} + t) + k\gamma + \lambda] \]
\[ e^{j\frac{1}{2}k(2m-k)v_0^2 + 2[nk+l(m-k)]v_0f_0 + l(2n-l)f_0^2} \]
\[ - \frac{1}{i} \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m+k]\psi) \cdot \sin[(kv_0 + l\gamma_0)(\dot{\phi} + t) + k\gamma + \lambda] \]
\[ e^{j\frac{1}{2}k(-k(2m+k)v_0^2 - 2[nk+l(m+k)]v_0f_0 - l(2n+l)f_0^2} \]
\[ - \frac{1}{i} \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m+k]\psi) \cdot \sin[(kv_0 + l\gamma_0)(\dot{\phi} + t) + k\gamma + \lambda] \]
\[ e^{j\frac{1}{2}k(-k(2m+k)v_0^2 - 2[nk+l(m+k)]v_0f_0 - l(2n+l)f_0^2} \]
\[ = \frac{1}{i} \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-l}([m-k]\psi) \cdot \sin[(kv_0 + l\gamma_0)(\dot{\phi} + t) + k\gamma + \lambda] \]
\[ e^{j\frac{1}{2}k(2m-k)v_0^2 + 2[nk+l(m-k)]v_0f_0 + l(2n-l)f_0^2} \]
\[ - \frac{1}{i} \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-l}([m-k]\psi) \cdot \sin[(kv_0 + l\gamma_0)(\dot{\phi} + t) + k\gamma + \lambda] \]
\[ e^{-j\frac{1}{2}k(2m-k)v_0^2 - 2[(n-l)(k+l)m\gamma_0 + l(2n-l)f_0^2]} \]
\[ = - \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-l}([m-k]\psi) \cdot \sin[(kv_0 + l\gamma_0)(\dot{\phi} + t) + k\gamma + \lambda] \]
\[ \cdot \sin \left( \frac{1}{2} \phi \left[ k(2m-k)v_0^2 + 2[nk + l(m-k)]\gamma_0f_0 + l(2n-l)f_0^2 \right] \right) \]
\[ \text{or} \]
\[ - \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m+k]\psi) \cdot \sin[(kv_0 + l\gamma_0)(\dot{\phi} + t) + k\gamma + \lambda] \]
\[ \cdot \sin \left( \frac{1}{2} \phi \left[ k(2m+k)v_0^2 + 2[nk + l(m+k)]\gamma_0f_0 + l(2n+l)f_0^2 \right] \right). \]
\[
\text{k odd, l odd case}
\]
\[
= \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m-k}(\beta) J_{n-l}([m-k]\psi) \cdot e^{j(k\gamma + l\delta)} \cdot e^{j(kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m+k}(\beta) J_{n+l}([m+k]\psi) \cdot e^{j(-k\gamma - l\delta)} \cdot e^{j(-kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m+k}(\beta) J_{n+l}([m+k]\psi) \cdot e^{j(-k\gamma - l\delta)} \cdot e^{j(-kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m-k}(\beta) J_{n-l}([m-k]\psi) \cdot e^{j(k\gamma + l\delta)} \cdot e^{j(kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m-k}(\beta) J_{n-l}([m-k]\psi) \cdot e^{j(k\gamma + l\delta)} \cdot e^{j(kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m+k}(\beta) J_{n+l}([m+k]\psi) \cdot e^{j(-k\gamma - l\delta)} \cdot e^{j(-kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m+k}(\beta) J_{n+l}([m+k]\psi) \cdot e^{j(-k\gamma - l\delta)} \cdot e^{j(-kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m-k}(\beta) J_{n-l}([m-k]\psi) \cdot e^{j(k\gamma + l\delta)} \cdot e^{j(kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m+k}(\beta) J_{n+l}([m+k]\psi) \cdot e^{j(k\gamma + l\delta)} \cdot e^{j(kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m-k}(\beta) J_{n-l}([m-k]\psi) \cdot e^{j(k\gamma + l\delta)} \cdot e^{j(kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m+k}(\beta) J_{n+l}([m+k]\psi) \cdot e^{j(k\gamma + l\delta)} \cdot e^{j(kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m-k}(\beta) J_{n-l}([m-k]\psi) \cdot e^{j(k\gamma + l\delta)} \cdot e^{j(kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m+k}(\beta) J_{n+l}([m+k]\psi) \cdot e^{j(k\gamma + l\delta)} \cdot e^{j(kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m-k}(\beta) J_{n-l}([m-k]\psi) \cdot e^{j(k\gamma + l\delta)} \cdot e^{j(kv_0 + tf_0)(\phi + t)}
\]
\[
+ \frac{1}{16} \sum_{m, n, k, l = -\infty}^{\infty} J_m(\beta) J_n(\mu) J_{m+k}(\beta) J_{n+l}([m+k]\psi) \cdot e^{j(k\gamma + l\delta)} \cdot e^{j(kv_0 + tf_0)(\phi + t)}
\]
\[
112
rearranging common RF fading terms (due to dispersion) in adjacent lines

\begin{align*}
&= \frac{1}{16} \sum_{m,n,k,l} \infty J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n+l}([m-k]\psi) \cdot e^{j[-k\gamma - l\delta]} \cdot e^{j[k\nu_0 - l f_0](\dot{t} + \tau)} \\
&= \frac{1}{16} \sum_{m,n,k,l} \infty J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n+l}([m+k]\psi) \cdot e^{j[k\gamma + l\delta]} \cdot e^{j[k\nu_0 + l f_0](\dot{t} + \tau)} \\
&= \frac{1}{16} \sum_{m,n,k,l} \infty J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n-l}([m+k]\psi) \cdot e^{j[k\gamma - l\delta]} \cdot e^{j[k\nu_0 - l f_0](\dot{t} + \tau)} \\
&= \frac{1}{16} \sum_{m,n,k,l} \infty J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n-l}([m-k]\psi) \cdot e^{j[k\gamma - l\delta]} \cdot e^{j[k\nu_0 - l f_0](\dot{t} + \tau)} \\
&= \frac{1}{16} \sum_{m,n,k,l} \infty J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n+l}([m-k]\psi) \cdot e^{j[-k\gamma - l\delta]} \cdot e^{j[k\nu_0 + l f_0](\dot{t} + \tau)} \\
&= \frac{1}{16} \sum_{m,n,k,l} \infty J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n-l}([m+k]\psi) \cdot e^{j[k\gamma - l\delta]} \cdot e^{j[k\nu_0 - l f_0](\dot{t} + \tau)}
\end{align*}
\[ \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n+l}([m - k]\psi) \cdot e^{j[-k\gamma + t\delta]} \cdot e^{j[-kv_0 + tf_0]([\dot{\phi} + t)} \]

\[ e^{j\frac{\phi}{2}}[-k(2m+k)\nu_0^2 + 2|\nu_0 + l(-m-k)|v_0f_0 + ((-2n-1)f_0^2] \]

\[ \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n+l}([m - k]\psi) \cdot e^{j[k\gamma + t\delta]} \cdot e^{j[kv_0 + tf_0]([\dot{\phi} + t)} \]

\[ e^{j\frac{\phi}{2}}[k(2m-k)\nu_0^2 + 2|\nu_0 + l(-m-k)|v_0f_0 + ((-2n-1)f_0^2] \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(m\psi) J_{m-k}(\beta) J_{n+l}([m + k]\psi) \cdot e^{j[-k\gamma - t\delta]} \cdot e^{j[-kv_0 + tf_0]([\dot{\phi} + t)} \]

\[ e^{j\frac{\phi}{2}}[-k(2m+k)\nu_0^2 + 2|\nu_0 + l(-m-k)|v_0f_0 + ((-2n+l)f_0^2] \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n-l}([m + k]\psi) \cdot e^{j[k\gamma - t\delta]} \cdot e^{j[kv_0 - tf_0]([\dot{\phi} + t)} \]

\[ e^{j\frac{\phi}{2}}[-k(2m-k)\nu_0^2 + 2|\nu_0 + l(m+k)|v_0f_0 + ((-2n+l)f_0^2] \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n-l}([m + k]\psi) \cdot e^{j[-k\gamma - t\delta]} \cdot e^{j[-kv_0 - tf_0]([\dot{\phi} + t)} \]

\[ e^{j\frac{\phi}{2}}[-k(2m+k)\nu_0^2 + 2|\nu_0 + l(m+k)|v_0f_0 + (2n+l)f_0^2] \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n-l}([m + k]\psi) \cdot e^{j[k\gamma + t\delta]} \cdot e^{j[kv_0 + tf_0]([\dot{\phi} + t)} \]

\[ e^{j\frac{\phi}{2}}[k(-2m-k)\nu_0^2 + 2|\nu_0 + l(-m-k)|v_0f_0 + ((-2n+l)f_0^2] \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n-l}([m + k]\psi) \cdot e^{j[-k\gamma - t\delta]} \cdot e^{j[-kv_0 - tf_0]([\dot{\phi} + t)} \]

\[ e^{j\frac{\phi}{2}}[-k(2m-k)\nu_0^2 + 2|\nu_0 + l(-m-k)|v_0f_0 + ((-2n+l)f_0^2] \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n-l}([m + k]\psi) \cdot e^{j[k\gamma + t\delta]} \cdot e^{j[kv_0 + tf_0]([\dot{\phi} + t)} \]

\[ e^{j\frac{\phi}{2}}[k(-2m+k)\nu_0^2 + 2|\nu_0 + l(-m-k)|v_0f_0 + ((-2n+l)f_0^2] \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n-l}([m + k]\psi) \cdot e^{j[-k\gamma - t\delta]} \cdot e^{j[-kv_0 - tf_0]([\dot{\phi} + t)} \]

\[ e^{j\frac{\phi}{2}}[k(-2m-k)\nu_0^2 + 2|\nu_0 + l(-m-k)|v_0f_0 + ((-2n+l)f_0^2] \]

\[ + \frac{1}{16} \sum_{m,n,k,l} J_m(\beta) J_n(m\psi) J_{m+k}(\beta) J_{n-l}([m + k]\psi) \cdot e^{j[k\gamma + t\delta]} \cdot e^{j[kv_0 + tf_0]([\dot{\phi} + t)} \]
assembling trigonometric identities

\[ e^{\frac{j}{2} \frac{\phi}{2} [k(-2m-k)\nu_0^2 + 2(nk-l(-m-k))\nu_0 l_l (2n+l)l_l^2]} \]

\[ = \frac{1}{2} \sum_{m,n,k,l} J_m(\beta)J_n(m\nu_0)J_{m-k}(\beta)J_{n-l}((m - k)\phi) \cdot \sin[(k\nu_0 + l\nu_0)(\phi + t) + k\gamma + l\delta] \]

\[ e^{\frac{j}{2} \frac{\phi}{2} [k(2m+k)\nu_0^2 + 2(nk+l(m-k))\nu_0 l_l (2n+l)l_l^2]} \]

\[ - \frac{1}{2} \sum_{m,n,k,l} J_m(\beta)J_n(m\nu_0)J_{m-k}(\beta)J_{n-l}((m - k)\phi) \cdot \sin[(k\nu_0 - l\nu_0)(\phi + t) + k\gamma - l\delta] \]

\[ e^{\frac{j}{2} \frac{\phi}{2} [-k(-2m+k)\nu_0^2 + 2(nk+l(m-k))\nu_0 l_l (2n+l)l_l^2]} \]

\[ + \frac{1}{2} \sum_{m,n,k,l} J_m(\beta)J_n(m\nu_0)J_{m-k}(\beta)J_{n+l}((m - k)\phi) \cdot \sin[(k\nu_0 - l\nu_0)(\phi + t) + k\gamma + l\delta] \]

\[ e^{\frac{j}{2} \frac{\phi}{2} [k(2m+k)\nu_0^2 + 2(nk+l(m-k))\nu_0 l_l (2n+l)l_l^2]} \]

\[ - \frac{1}{2} \sum_{m,n,k,l} J_m(\beta)J_n(m\nu_0)J_{m+k}(\beta)J_{n-l}((m + k)\phi) \cdot \sin[(k\nu_0 - l\nu_0)(\phi + t) + k\gamma - l\delta] \]

\[ e^{\frac{j}{2} \frac{\phi}{2} [-k(2m+k)\nu_0^2 + 2(nk+l(m-k))\nu_0 l_l (2n+l)l_l^2]} \]

\[ + \frac{1}{2} \sum_{m,n,k,l} J_m(\beta)J_n(m\nu_0)J_{m+k}(\beta)J_{n-l}((m + k)\phi) \cdot \sin[(k\nu_0 + l\nu_0)(\phi + t) + k\gamma + l\delta] \]

\[ e^{\frac{j}{2} \frac{\phi}{2} [-k(2m+k)\nu_0^2 + 2(nk-l(m-k))\nu_0 l_l (2n+l)l_l^2]} \]

\[ - \frac{1}{2} \sum_{m,n,k,l} J_m(\beta)J_n(m\nu_0)J_{m+k}(\beta)J_{n+l}((m + k)\phi) \cdot \sin[(k\nu_0 + l\nu_0)(\phi + t) + k\gamma + l\delta] \]

\[ e^{\frac{j}{2} \frac{\phi}{2} [-k(2m+k)\nu_0^2 + 2(nk-l(m+k))\nu_0 l_l (2n+l)l_l^2]} \]

\[ + \frac{1}{2} \sum_{m,n,k,l} J_m(\beta)J_n(m\nu_0)J_{m+k}(\beta)J_{n+l}((m + k)\phi) \cdot \sin[(k\nu_0 - l\nu_0)(\phi + t) + k\gamma - l\delta] \]

\[ e^{\frac{j}{2} \frac{\phi}{2} [-k(2m+k)\nu_0^2 + 2(nk+l(m+k))\nu_0 l_l (2n+l)l_l^2]} \]

\[ + \frac{1}{2} \sum_{m,n,k,l} J_m(\beta)J_n(m\nu_0)J_{m+k}(\beta)J_{n+l}((m + k)\phi) \cdot \sin[(k\nu_0 + l\nu_0)(\phi + t) + k\gamma + l\delta] \]

after rearranging common expressions and substitute \( l = -l \)

\[ = \frac{1}{2} \sum_{m,n,k,l} J_m(\beta)J_n(m\nu_0)J_{m-k}(\beta)J_{n-l}((m - k)\phi) \cdot \sin[(k\nu_0 + l\nu_0)(\phi + t) + k\gamma + l\delta] \]

\[ e^{\frac{j}{2} \frac{\phi}{2} [k(2m-k)\nu_0^2 + 2(nk+l(m-k))\nu_0 l_l (2n+l)l_l^2]} \]

\[ + \frac{1}{2} \sum_{m,n,k,l} J_m(\beta)J_n(m\nu_0)J_{m-k}(\beta)J_{n-l}((m - k)\phi) \cdot \sin[(k\nu_0 + l\nu_0)(\phi + t) + k\gamma + l\delta] \]
\[
e^{-j\frac{\omega}{i}k(2m-k)v_0^2 + 2[nk+l(m-k)]v_0f_0 + (2n-l)f_0^2}
\]

\[
\sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n+l}([m-k]\psi) \cdot \sin((kv_0 + l\phi)(\dot{\phi} + t) + k\gamma + l\delta)
\]

\[
e^{-j\frac{\omega}{i}k(2m-k)v_0^2 + 2[-nk+l(m-k)]v_0f_0 + (2n-l)f_0^2}
\]

\[
\sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-1}([m-k]\psi) \cdot \sin((kv_0 + l\phi)(\dot{\phi} + t) + k\gamma + l\delta)
\]

\[
e^{-j\frac{\omega}{i}k(2m-k)v_0^2 + 2[-nk-l(m-k)]v_0f_0 + (2n-l)f_0^2}
\]

\[
\sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n-1}([m+k]\psi) \cdot \sin((kv_0 + l\phi)(\dot{\phi} + t) + k\gamma + l\delta)
\]

\[
e^{-j\frac{\omega}{i}k(2m-k)v_0^2 + 2[nk-l(m-k)]v_0f_0 + (2n-l)f_0^2}
\]

\[
\sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+1}([m+k]\psi) \cdot \sin((kv_0 + l\phi)(\dot{\phi} + t) + k\gamma + l\delta)
\]

\[
e^{-j\frac{\omega}{i}k(2m-k)v_0^2 - 2[nk+l(m-k)]v_0f_0 + (2n-l)f_0^2}
\]

\[
\sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n+1}([m-k]\psi) \cdot \sin((kv_0 + l\phi)(\dot{\phi} + t) + k\gamma + l\delta)
\]

\[
e^{-j\frac{\omega}{i}k(2m-k)v_0^2 - 2[nk-l(m-k)]v_0f_0 + (2n-l)f_0^2}
\]

\[
\sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+1}([m+k]\psi) \cdot \sin((kv_0 + l\phi)(\dot{\phi} + t) + k\gamma + l\delta)
\]

Substitute \( n = -n \)

\[
\sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n+1}([m-k]\psi) \cdot \sin((kv_0 + l\phi)(\dot{\phi} + t) + k\gamma + l\delta)
\]

\[
e^{-j\frac{\omega}{i}k(2m-k)v_0^2 + 2[nk+l(m-k)]v_0f_0 + (2n-l)f_0^2}
\]

\[
\sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+1}([m+k]\psi) \cdot \sin((kv_0 + l\phi)(\dot{\phi} + t) + k\gamma + l\delta)
\]

\[
e^{-j\frac{\omega}{i}k(2m-k)v_0^2 + 2[-nk+l(m-k)]v_0f_0 + (2n-l)f_0^2}
\]

\[
\sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m+k]\psi) \cdot \sin((kv_0 + l\phi)(\dot{\phi} + t) + k\gamma + l\delta)
\]

\[
e^{-j\frac{\omega}{i}k(2m-k)v_0^2 - 2[-nk-l(m-k)]v_0f_0 + (2n-l)f_0^2}
\]

\[
\sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n+l}([m-k]\psi) \cdot \sin((kv_0 + l\phi)(\dot{\phi} + t) + k\gamma + l\delta)
\]

\[
e^{-j\frac{\omega}{i}k(2m-k)v_0^2 + 2[nk+l(m-k)]v_0f_0 + (2n-l)f_0^2}
\]
l odd case

\[
\begin{align*}
&= \frac{1}{4} \sum_{m,n,k,l}^{\infty} J_m(\beta)J_n(m \psi)J_{m-k}(\beta)J_{n-l}([m-k] \psi) \cdot \sin[(kv_{0} + l f_{0})(\dot{\phi} + t) + k \gamma + l \delta] \\
&\quad \cdot e^{j \frac{1}{2} \phi[k(2m-k)v_{0}^{2} + 2nk + l(m-k)]v_{0} f_{0} + l(2n-l)f_{0}^{2}]}
\]

\[
\begin{align*}
&+ \frac{1}{4} \sum_{m,n,k,l}^{\infty} J_m(\beta)J_n(m \psi)J_{m-k}(\beta)J_{n-l}([m-k] \psi) \cdot \sin[(kv_{0} + l f_{0})(\dot{\phi} + t) + k \gamma + l \delta] \\
&\quad \cdot e^{j \frac{1}{2} \phi[k(2m-k)v_{0}^{2} + 2nk + l(m-k)]v_{0} f_{0} + l(2n-l)f_{0}^{2}]}
\]

\[
\begin{align*}
&- \frac{1}{4} \sum_{m,n,k,l}^{\infty} J_m(\beta)J_n(m \psi)J_{m+k}(\beta)J_{n+l}([m+k] \psi) \cdot \sin[(kv_{0} + l f_{0})(\dot{\phi} + t) + k \gamma + l \delta] \\
&\quad \cdot e^{-j \frac{1}{2} \phi[k(2m+k)v_{0}^{2} + 2nk + l(m+k)]v_{0} f_{0} + l(2n+l)f_{0}^{2}]}
\]

\[
\begin{align*}
&- \frac{1}{4} \sum_{m,n,k,l}^{\infty} J_m(\beta)J_n(m \psi)J_{m+k}(\beta)J_{n+l}([m+k] \psi) \cdot \sin[(kv_{0} + l f_{0})(\dot{\phi} + t) + k \gamma + l \delta] \\
&\quad \cdot e^{-j \frac{1}{2} \phi[k(2m+k)v_{0}^{2} + 2nk + l(m+k)]v_{0} f_{0} + l(2n+l)f_{0}^{2}]}
\]

\[
\begin{align*}
&\Rightarrow m + k \rightarrow m; \ m \rightarrow m - k; \ 2m + k \rightarrow 2m - k \\
&\Rightarrow n + l \rightarrow n; \ n \rightarrow n - l; \ 2n + l \rightarrow 2n - l
\]

\[
= \frac{1}{4} \sum_{m,n,k,l}^{\infty} J_m(\beta)J_n(m \psi)J_{m-k}(\beta)J_{n-l}([m-k] \psi) \cdot \sin[(kv_{0} + l f_{0})(\dot{\phi} + t) + k \gamma + l \delta] \\
&\quad \cdot e^{j \frac{1}{2} \phi[k(2m-k)v_{0}^{2} + 2nk + l(m-k)]v_{0} f_{0} + l(2n-l)f_{0}^{2}]}
\]

\[
\begin{align*}
&- \frac{1}{2} \sum_{m,n,k,l}^{\infty} J_{m-k}(\beta)J_{n-l}([m-k] \psi)J_m(\beta)J_n(m \psi) \cdot \sin[(kv_{0} + l f_{0})(\dot{\phi} + t) + k \gamma + l \delta] \\
&\quad \cdot e^{-j \frac{1}{2} \phi[k(2m-k)v_{0}^{2} + 2(n-k)(m-l)v_{0} f_{0} + l(2n-l)f_{0}^{2}]}
\]

\[
\begin{align*}
\text{identical to previous case i.e., independent of } l \text{ polarity}
\end{align*}
\]

\[
= - \sum_{m,n,k,l}^{\infty} J_m(\beta)J_n(m \psi)J_{m-k}(\beta)J_{n-l}([m-k] \psi) \cdot \sin[(kv_{0} + l f_{0})(\dot{\phi} + t) + k \gamma + l \delta]
\]
\[ \sin \left( \frac{1}{2} \dot{\phi} \left[ k(2m-k)\nu_0^2 + 2[nk + l(m-k)]\nu_0f_0 + l(2n-l)f_0^2 \right] \right) \]

or

\[ = - \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m+k}(\beta)J_{n+l}([m+k]\psi) \cdot \sin[(k\nu_0 + l\nu_0)(\dot{\phi} + t) + k\gamma + l\delta] \sin \left( \frac{1}{2} \dot{\phi} \left[ k(2m+k)\nu_0^2 + 2[nk + l(m+k)]\nu_0f_0 + l(2n+l)f_0^2 \right] \right) \]

Finally we can summarize these calculations by noting that the expression:

\[ \sum_{m,n,k,l} J_m(\beta)J_n(m\psi)J_{m-k}(\beta)J_{n-1}([m-1]\psi) \cdot e^{j[k\gamma + l\delta]} \cdot e^{j[k\nu_0 + l\nu_0](\dot{\phi} + t)} e^{j\frac{1}{2} \dot{\phi} [k(2m-k)\nu_0^2 + 2[nk + l(m-k)]\nu_0f_0 + l(2n-l)f_0^2]} \]

is independent of \( l \) polarity, and can be represented in the equivalent form

\[
= \sum_{m,n,k,l} J_m(\beta)J_{m+k}(\beta)J_n(m\psi)J_{n+l}([m+k]\psi).
\]

\[
\begin{bmatrix}
\cos[(k\nu_0 + l\nu_0)(\dot{\phi} + t) + k\gamma + l\delta] \\
-\sin[(k\nu_0 + l\nu_0)(\dot{\phi} + t) + k\gamma + l\delta]
\end{bmatrix}_k
\]

\[
\begin{bmatrix}
\cos \left( \frac{1}{2} \dot{\phi} \right) \left( k(2m+k)\nu_0^2 + 2[nk + l(m+k)]\nu_0f_0 + l(2n+l)f_0^2 \right) \\
\sin \left( \frac{1}{2} \dot{\phi} \right) \left( k(2m+k)\nu_0^2 + 2[nk + l(m+k)]\nu_0f_0 + l(2n+l)f_0^2 \right)
\end{bmatrix}_k
\]

where \( \begin{bmatrix} ... \\ ... \end{bmatrix} \) formalism formalism is introduced to denote that top element is chosen if \( k \) is even and bottom if \( k \) is odd.
We will examine the LTI signal analysis of the MPS in the most general case, especially treating the modulated signal in case of amplitude slopes. We drive the MZM with a voltage signal which has DC and AC terms (the DC term could also be a constant phase delay between the ports), such that

\[
RF = \pi \frac{V_b + V \sin(\nu_0 t)}{V_x} = \alpha + \beta \cdot \sin(\nu_0 t)
\]

where \( V_b \) is the bias voltage, \( V \) is the modulation voltage, \( V_x \) is the voltage applied to achieve a \( \pi \) phase shift and \( \nu_0 \) is the RF driving frequency (we omit the \( 2\pi \) constant in the harmonic for brevity). The signal is more conveniently parametrized by \( \tilde{\alpha} \) and \( \tilde{\beta} \).

First we look at the optical field arriving to the DUT after passing the MZM in the bar port with the use of Jacobi-Anger identity. Which demonstrates that there is an entire comb spectrum generated with distributed powers dependent on \( J_n(\tilde{\beta}) \) is the \( n \)-th j-Bessel function at \( \tilde{\beta} \) value

\[
U(t) = \sqrt{P_0} \cdot e^{i\Omega_0 t} \cdot \left( e^{i\tilde{\alpha}} \cdot e^j\tilde{\beta} \sin(\nu_0 t) - 1 \right)
\]

\[
= \sqrt{P_0} \cdot e^{i\Omega_0 t} \cdot \left( e^{i\alpha} \cdot \sum_{n=-\infty}^{\infty} J_n(\beta) \cdot e^{j\pi n t} - 1 \right) , \quad n \in \mathbb{N}
\]

\[
Y(t) = \sqrt{P_0} \cdot e^{i\phi(\Omega_0)} e^{i\Omega_0 t} \cdot \left[ e^{i\tilde{\alpha}} \cdot \sum_{n=-\infty}^{\infty} J_n(\beta) \cdot B(\Omega_0 + n\nu_0) \cdot e^{i(n\nu_0 \phi + \frac{n^2 \tilde{\phi}}{2})} \cdot e^{i\nu_0 t} \
- B(\Omega_0) \right]
\]

Since \( n\nu_0 \ll \Omega_0 \), we shall make the following approximations:

1. The typical assumption is that the attenuation experienced by all the tones is identical. However, in our approach the amplitude is developed using a Taylor series for the DUT response, assumption being that the amplitude can be expressed as a Taylor expansion up to 1st order about carrier frequency.

\[
\Rightarrow B(\Omega_0 + n\nu_0) = B(\Omega_0) + \frac{dB}{d\Omega} \bigg|_{\Omega_0} n\nu_0 + \ldots = B(\Omega_0) + \tilde{B} \cdot n\nu_0 + \ldots
\]

2. The phase is developed using a Taylor series for the DUT response, assumption being that the phase can be expressed as a Taylor expansion up to 2nd order about carrier frequency.

\[
\Rightarrow \phi(\Omega_0 + n\nu_0) = \phi(\Omega_0) + \frac{d\phi}{d\Omega} \bigg|_{\Omega_0} n\nu_0 + \ldots = \phi(\Omega_0) + \tilde{\phi} \cdot n\nu_0 + \ldots
\]

\[
Y(t) = \sqrt{P_0} \cdot B(\Omega_0) \cdot e^{i\phi(\Omega_0)} e^{i\Omega_0 t} \cdot \left[ e^{i\tilde{\alpha}} \cdot \sum_{n=-\infty}^{\infty} J_n(\beta) \cdot \left[ 1 + B \frac{n\nu_0}{B(\Omega_0)} \right] \cdot e^{i(n\nu_0 \phi + t)} \cdot e^{i\frac{n^2 \tilde{\phi}}{2}} \
- 1 \right]
\]
\[ Y^*(t) = \sqrt{P_0 t} \cdot B(\Omega_0) \cdot e^{-j\phi(\Omega_0)} e^{-j\Omega_0 t} \cdot \left[ e^{-j\alpha} \cdot \sum_{m=\infty}^{\infty} J_m(\beta) \cdot \left[ 1 + \frac{B \cdot m \nu_0}{B(\nu_0)} \right] \cdot e^{-jm\nu_0(\phi+t)} \right] e^{-\frac{m^2 \beta^2 \phi}{2}} - 1 \]

the expression of the photocurrent

\[ P(t) = Y(t) \cdot Y^*(t) = \frac{P_0}{t} \cdot B(\Omega_0)^2 \]

\[ \left[ e^{j\alpha} \cdot \sum_{n=-\infty}^{\infty} J_n(\beta) \cdot \left[ 1 + \frac{B \cdot n \nu_0}{B(\nu_0)} \right] \cdot e^{jn\nu_0(\phi+t)} \cdot e^{\frac{n^2 \beta^2 \phi}{2}} - 1 \right] \]

\[ \left[ e^{-j\alpha} \cdot \sum_{m=\infty}^{\infty} J_m(\beta) \cdot \left[ 1 + \frac{B \cdot m \nu_0}{B(\nu_0)} \right] \cdot e^{-jm\nu_0(\phi+t)} \cdot e^{-\frac{m^2 \beta^2 \phi}{2}} - 1 \right] \]

\[ = \frac{P_0}{t} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} J_n(\beta) J_m(\beta) \cdot \left[ 1 + \frac{B \cdot n \nu_0}{B(\nu_0)} \right] \cdot \left[ 1 + \frac{B \cdot m \nu_0}{B(\nu_0)} \right] \right\} \}

\[ e^{j(n-m)\nu_0(\phi+t)} + \frac{\phi(n^2 - m^2) \beta^2}{2} \]

\[ -e^{j\alpha} \cdot \sum_{n=-\infty}^{\infty} J_n(\beta) \cdot \left[ 1 + \frac{B \cdot n \nu_0}{B(\nu_0)} \right] \cdot e^{jn\nu_0(\phi+t)} \cdot e^{\frac{n^2 \beta^2 \phi}{2}} \]

\[ -e^{-j\alpha} \cdot \sum_{m=-\infty}^{\infty} J_m(\beta) \cdot \left[ 1 + \frac{B \cdot m \nu_0}{B(\nu_0)} \right] \cdot e^{-jm\nu_0(\phi+t)} \cdot e^{-\frac{m^2 \beta^2 \phi}{2}} + 1 \}

in order to emphasis the harmonics we can define a index change \( k = n - m \Rightarrow m = n - k \)

\[ n^2 - m^2 = (n - m)(n + m) = k \cdot (2n - k) \]

also for the harmonics appearing we can switch \( n, m = k \)

\[ P(t) = \frac{P_0}{t} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot \left[ 1 + \frac{B \cdot n \nu_0}{B(\nu_0)} \right] \cdot \left[ 1 + \frac{B \cdot (n-k)\nu_0}{B(\nu_0)} \right] \right\} \}

\[ \cdot e^{jk\nu_0(\phi+t)} \cdot e^{\frac{j(2\nu_0)(n-k)\beta^2}{2}} - e^{j\alpha} \cdot \sum_{k=-\infty}^{\infty} J_k(\beta) \cdot \left[ 1 + \frac{B \cdot k \nu_0}{B(\nu_0)} \right] 
\]

\[ \cdot e^{jk\nu_0(\phi+t)} \cdot e^{\frac{k^2 \beta^2 \phi}{2}} \]

\[ -e^{-j\alpha} \cdot \sum_{k=-\infty}^{\infty} J_k(\beta) \cdot \left[ 1 + \frac{B \cdot k \nu_0}{B(\nu_0)} \right] \cdot e^{-jk\nu_0(\phi+t)} \cdot e^{-\frac{k^2 \beta^2 \phi}{2}} + 1 \}

\[ \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot \left[ 1 + \frac{B \cdot (2n-k)\nu_0}{B(\nu_0)} + \frac{B^2 \cdot n(n-k)\nu_0^2}{B(\nu_0)^2} \right] \cdot e^{jk\nu_0(\phi+t)} \cdot e^{\frac{j(2\nu_0)(n-k)\beta^2}{2}} \]

the 1st term in the square brackets denotes the standard model for evaluation of MPS method, the 2nd and 3rd terms are arising cause of our extended model. We can use an approach that splits each infinite sum into plus/minus sign accordingly in order to simplify this expression.

\[ = \frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot \left[ 1 + \frac{B \cdot (2n-k)\nu_0}{B(\nu_0)} + \frac{B^2 \cdot n(n-k)\nu_0^2}{B(\nu_0)^2} \right] \cdot e^{jk\nu_0(\phi+t)} \cdot e^{\frac{j(2\nu_0)(n-k)\beta^2}{2}} \]

\[ + \frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot \left[ 1 + \frac{B \cdot (-2n+k)\nu_0}{B(\nu_0)} + \frac{B^2 \cdot (-n)(n-k)\nu_0^2}{B(\nu_0)^2} \right] \cdot e^{jk\nu_0(\phi+t)} \cdot e^{\frac{j(2\nu_0)(n-k)\beta^2}{2}} \]
\[
\begin{align*}
&= \frac{1}{4} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot \left[ 1 + \frac{\hat{B}_2 (2n-k) v_0}{B(1) t_o} + \frac{\hat{B}_2^2 n(n-k) v_0^2}{B(1) t_o^2} \right] \cdot e^{j k v_0 (\phi + t)} \cdot e^{\frac{\tilde{\delta}(2n-k)v_0^2}{2}} \\
&= \frac{1}{4} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n+k}(\beta) \cdot \left[ 1 + \frac{\hat{B}_2 (2n+k) v_0}{B(1) t_o} + \frac{\hat{B}_2^2 n(n+k) v_0^2}{B(1) t_o^2} \right] \cdot e^{-j k v_0 (\phi + t)} \cdot e^{-\frac{\tilde{\delta}(2n+k)v_0^2}{2}} \\
&= \frac{1}{4} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot \left[ 1 - \frac{\hat{B}_2 (2n-k) v_0}{B(1) t_o} + \frac{\hat{B}_2^2 n(n-k) v_0^2}{B(1) t_o^2} \right] \cdot e^{-j k v_0 (\phi + t)} \cdot e^{\frac{\tilde{\delta}(2n-k)v_0^2}{2}} \\
&= \frac{1}{4} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n+k}(\beta) \cdot \left[ 1 - \frac{\hat{B}_2 (2n+k) v_0}{B(1) t_o} + \frac{\hat{B}_2^2 n(n+k) v_0^2}{B(1) t_o^2} \right] \cdot e^{j k v_0 (\phi + t)} \cdot e^{\frac{\tilde{\delta}(2n+k)v_0^2}{2}} \\
&\text{Using } J_{-n}(x) = (-1)^n \cdot J_n(x) \\
&= \frac{1}{4} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot e^{\frac{\tilde{\delta}(2n-k)v_0^2}{2}} \\
&\quad \cdot \left[ e^{j k v_0 (\phi + t)} + (-1)^{2n-k} \cdot e^{-j k v_0 (\phi + t)} \right] \\
&\quad + \frac{\hat{B}_2 (2n-k) v_0}{B(1) t_o} \cdot (e^{j k v_0 (\phi + t)} - (-1)^{2n-k} \cdot e^{-j k v_0 (\phi + t)}) \\
&\quad + \frac{\hat{B}_2^2 n(n-k) v_0^2}{B(1) t_o^2} \cdot (e^{-j k v_0 (\phi + t)} + (-1)^{2n-k} \cdot e^{j k v_0 (\phi + t)}) \\
&= \frac{1}{4} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n+k}(\beta) \cdot e^{-j \frac{\tilde{\delta}(2n+k)v_0^2}{2}} \\
&\quad \cdot \left[ e^{-j k v_0 (\phi + t)} + (-1)^{2n+k} \cdot e^{j k v_0 (\phi + t)} \right] \\
&\quad + \frac{\hat{B}_2 (2n+k) v_0}{B(1) t_o} \cdot (e^{-j k v_0 (\phi + t)} - (-1)^{2n+k} \cdot e^{j k v_0 (\phi + t)}) \\
&\quad + \frac{\hat{B}_2^2 n(n+k) v_0^2}{B(1) t_o^2} \cdot (e^{j k v_0 (\phi + t)} + (-1)^{2n+k} \cdot e^{-j k v_0 (\phi + t)}) \\
\end{align*}
\]

We need to distinguish in between the following cases
\[
(-1)^{2n \pm k} = (-1)^{\pm k} = \begin{cases} 
1 & \text{k even} \\
-1 & \text{k odd}
\end{cases}
\]
case of k even

\[
\frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot e^{j \frac{\beta (2n-k) \phi}{2}} \\
\cdot \left[ \left( 1 + \frac{B^2 \cdot n(n-k) \nu_0^2}{B^2 (1\nu_0^2)} \right) \cdot \cos[\nu_0(\phi + t)] \\
+ \frac{B}{B (1\nu_0^2)} \cdot \sin[\nu_0(\phi + t)] \right] \\
+ \frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n+k}(\beta) \cdot e^{-j \frac{\beta (2n+k) \phi}{2}} \\
\cdot \left[ \left( 1 + \frac{B^2 \cdot n(n+k) \nu_0^2}{B^2 (1\nu_0^2)} \right) \cdot \cos[\nu_0(\phi + t)] \\
- \frac{B}{B (1\nu_0^2)} \cdot \sin[\nu_0(\phi + t)] \right]
\]

we can substitute the indexes in the 2nd term \( q = n + k \Rightarrow n = q - k \)

\[
\frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot e^{j \frac{\beta (2n-k) \phi}{2}} \\
\cdot \left[ \left( 1 + \frac{B^2 \cdot n(n-k) \nu_0^2}{B^2 (1\nu_0^2)} \right) \cdot \cos[\nu_0(\phi + t)] \\
+ \frac{B}{B (1\nu_0^2)} \cdot \sin[\nu_0(\phi + t)] \right] \\
+ \frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot e^{-j \frac{\beta (2n-k) \phi}{2}} \\
\cdot \left[ \left( 1 + \frac{B^2 \cdot n(n-k) \nu_0^2}{B^2 (1\nu_0^2)} \right) \cdot \cos[\nu_0(\phi + t)] \\
- \frac{B}{B (1\nu_0^2)} \cdot \sin[\nu_0(\phi + t)] \right]
\]

\[
\frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot e^{j \frac{\beta (2n-k) \phi}{2}} \\
\cdot \left[ \left( 1 + \frac{B^2 \cdot n(n-k) \nu_0^2}{B^2 (1\nu_0^2)} \right) \cdot \cos[\nu_0(\phi + t)] \cdot \left( e^{j \frac{\beta (2n-k) \phi}{2}} + e^{-j \frac{\beta (2n-k) \phi}{2}} \right) \\
+ \frac{B}{B (1\nu_0^2)} \cdot \sin[\nu_0(\phi + t)] \left( e^{j \frac{\beta (2n-k) \phi}{2}} - e^{-j \frac{\beta (2n-k) \phi}{2}} \right) \right]
\]

\[
\sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \\
\cdot \left[ \left( 1 + \frac{B^2 \cdot n(n-k) \nu_0^2}{B^2 (1\nu_0^2)} \right) \cdot \cos[\nu_0(\phi + t)] \cdot \cos[\nu_0(\phi + t)] \\
- \frac{B}{B (1\nu_0^2)} \cdot \sin[\nu_0(\phi + t)] \cdot \sin[\nu_0(\phi + t)] \right]
\]
case of \( k \) odd

\[
\begin{align*}
&= \frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot e^{j \frac{\omega k (2n-k) \nu_0^2}{2}} \\
&\cdot \left[ j \left( 1 + \frac{B^2 n(n-k) \nu_0^2}{B^2 (2n)^2} \right) \cdot \sin[k\nu_0(\dot{\phi} + t)] \\
&\quad + \frac{B}{2n} \frac{B^2 n \nu_0^2}{B^2 (2n)^2} \cdot \cos[k\nu_0(\dot{\phi} + t)] \right] \\
&\quad + \frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{-\infty}^{\infty} J_n(\beta) J_{n+k}(\beta) \cdot e^{-j \frac{\omega k (2n+k) \nu_0^2}{2}} \\
&\cdot \left[ -j \left( 1 + \frac{B^2 n(n+k) \nu_0^2}{B^2 (2n)^2} \right) \cdot \sin[k\nu_0(\dot{\phi} + t)] \\
&\quad + \frac{B}{2n+k} \frac{B^2 n \nu_0^2}{B^2 (2n)^2} \cdot \cos[k\nu_0(\dot{\phi} + t)] \right] \\
&\quad \text{we can substitute the indexes in the 2nd term } q = n + k \Rightarrow n = q - k \\
&= \frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot e^{j \frac{\omega k (n-n-k) \nu_0^2}{2}} \\
&\cdot \left[ j \left( 1 + \frac{B^2 n(n-k) \nu_0^2}{B^2 (2n)^2} \right) \cdot \sin[k\nu_0(\dot{\phi} + t)] \\
&\quad + \frac{B}{2n} \frac{B^2 n \nu_0^2}{B^2 (2n)^2} \cdot \cos[k\nu_0(\dot{\phi} + t)] \right] \\
&\quad + \frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{-\infty}^{\infty} J_n(\beta) J_{n+k}(\beta) \cdot e^{-j \frac{\omega k (2n+k) \nu_0^2}{2}} \\
&\cdot \left[ -j \left( 1 + \frac{B^2 n(n+k) \nu_0^2}{B^2 (2n)^2} \right) \cdot \sin[k\nu_0(\dot{\phi} + t)] \\
&\quad + \frac{B}{2n+k} \frac{B^2 n \nu_0^2}{B^2 (2n)^2} \cdot \cos[k\nu_0(\dot{\phi} + t)] \right] \\
&= \frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \\
&\cdot \left[ j \left( 1 + \frac{B^2 n(n-k) \nu_0^2}{B^2 (2n)^2} \right) \cdot \sin[k\nu_0(\dot{\phi} + t)] \cdot \left( e^{j \frac{\omega k (2n-k) \nu_0^2}{2}} - e^{-j \frac{\omega k (2n-k) \nu_0^2}{2}} \right) \\
&\quad + \frac{B}{2n} \frac{B^2 n \nu_0^2}{B^2 (2n)^2} \cdot \cos[k\nu_0(\dot{\phi} + t)] \cdot \left( e^{j \frac{\omega k (2n-k) \nu_0^2}{2}} + e^{-j \frac{\omega k (2n-k) \nu_0^2}{2}} \right) \right] \\
&= \sum_{n=-\infty}^{\infty} \sum_{-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \\
&\cdot \left[ \left( 1 + \frac{B^2 n(n-k) \nu_0^2}{B^2 (2n)^2} \right) \cdot \sin[k\nu_0(\dot{\phi} + t)] \cdot \sin[k\nu_0(\dot{\phi} + t)] \\
&\quad + \frac{B}{2n} \frac{B^2 n \nu_0^2}{B^2 (2n)^2} \cdot \cos[k\nu_0(\dot{\phi} + t)] \cdot \cos[k\nu_0(\dot{\phi} + t)] \right]
\end{align*}
\]
Now we will deal with the harmonic terms involving the MZM bias point $\alpha$

$$-e^{j\alpha} \cdot \sum_{k=-\infty}^{\infty} J_k(\beta) \cdot \left[ 1 + \frac{\partial}{\partial t} \right] \cdot e^{jk\nu_0(\phi + t)} \cdot e^{j\frac{k^2\phi^2}{2}}$$

$$-e^{-j\alpha} \cdot \sum_{k=-\infty}^{\infty} J_{-k}(\beta) \cdot \left[ 1 + \frac{\partial}{\partial t} \right] \cdot e^{-jk\nu_0(\phi + t)} \cdot e^{-j\frac{k^2\phi^2}{2}}$$

separating this expression into two segments, the regular calculation without amplitude variation (case of '1' term), and the amplitude variation term.

$$= -e^{j\alpha} \cdot \sum_{k=-\infty}^{\infty} e^{j\frac{k^2\phi^2}{2}} \cdot [J_k(\beta)e^{jk\nu_0(\phi + t)} + J_{-k}(\beta)e^{-jk\nu_0(\phi + t)}]$$

$$-e^{-j\alpha} \cdot \sum_{k=-\infty}^{\infty} e^{-j\frac{k^2\phi^2}{2}} \cdot [J_k(\beta)e^{-jk\nu_0(\phi + t)} + J_{-k}(\beta)e^{jk\nu_0(\phi + t)}]$$

Using $J_n(x) = (-1)^n \cdot J_n(x)$

$$= -e^{j\alpha} \cdot \sum_{k=-\infty}^{\infty} e^{j\frac{k^2\phi^2}{2}} \cdot [e^{jk\nu_0(\phi + t)} + (-1)^k e^{-jk\nu_0(\phi + t)}]$$

$$-e^{-j\alpha} \cdot \sum_{k=-\infty}^{\infty} e^{-j\frac{k^2\phi^2}{2}} \cdot [e^{-jk\nu_0(\phi + t)} + (-1)^k e^{jk\nu_0(\phi + t)}]$$

We need to distinguish in between the following cases

$$(-1)^{\pm k} = \begin{cases} 1 & \text{k even} \\ -1 & \text{k odd} \end{cases}$$

**case of k even**

$$= -\sum_{k=-\infty}^{\infty} e^{j[\alpha + \frac{k^2\phi^2}{2}]} J_k(\beta) \cdot \cos[k\nu_0(\phi + t)]$$

$$= \sum_{k=-\infty}^{\infty} e^{-j[\alpha + \frac{k^2\phi^2}{2}]} J_k(\beta) \cdot \cos[k\nu_0(\phi + t)]$$

$$= -2 \sum_{k=-\infty}^{\infty} J_k(\beta) \cdot \cos[\alpha + \frac{k^2\phi^2}{2}] \cdot \cos[k\nu_0(\phi + t)]$$

**case of k odd**

$$= -j \cdot \sum_{k=-\infty}^{\infty} e^{j[\alpha + \frac{k^2\phi^2}{2}]} J_k(\beta) \cdot \sin[k\nu_0(\phi + t)]$$

$$+ j \cdot \sum_{k=-\infty}^{\infty} e^{-j[\alpha + \frac{k^2\phi^2}{2}]} J_k(\beta) \cdot \sin[k\nu_0(\phi + t)]$$

$$= 2 \cdot \sum_{k=-\infty}^{\infty} J_k(\beta) \cdot \sin[\alpha + \frac{k^2\phi^2}{2}] \cdot \sin[k\nu_0(\phi + t)]$$

now we will treat the amplitude variation correction according to a Taylor expansion

$$-e^{j\alpha} \cdot \sum_{k=-\infty}^{\infty} J_k(\beta) \cdot \frac{\partial}{\partial t} \cdot e^{jk\nu_0(\phi + t)} \cdot e^{j\frac{k^2\phi^2}{2}}$$

$$-e^{-j\alpha} \cdot \sum_{k=-\infty}^{\infty} J_{-k}(\beta) \cdot \frac{\partial}{\partial t} \cdot e^{-jk\nu_0(\phi + t)} \cdot e^{-j\frac{k^2\phi^2}{2}}$$
\[-e^{-j\alpha} \cdot \sum_{k=\infty}^{\infty} \frac{B}{1 + \frac{1}{k}} \cdot e^{-j\nu_0(\dot{\phi} + t)} \cdot e^{-j\frac{k\nu_0}{2}} \]

\[= -\frac{e^{j\alpha}}{2} \sum_{k=\infty}^{\infty} e^{j\frac{k\nu_0}{2}} \frac{B}{1 + \frac{1}{k}} \left[ J_k(\beta) e^{ik\nu_0(\dot{\phi} + t)} - J_{-k}(\beta) e^{-ik\nu_0(\dot{\phi} + t)} \right] \]

\[= \frac{e^{-j\alpha}}{2} \sum_{k=\infty}^{\infty} e^{-j\frac{k\nu_0}{2}} \frac{B}{1 + \frac{1}{k}} \left[ J_k(\beta) e^{-j\nu_0(\dot{\phi} + t)} - J_{-k}(\beta) e^{j\nu_0(\dot{\phi} + t)} \right] \]

Using \(J_n(x) = (-1)^n \cdot J_n(x)\)

\[= -\frac{e^{j\alpha}}{2} \sum_{k=\infty}^{\infty} e^{j\frac{k\nu_0}{2}} \frac{B}{1 + \frac{1}{k}} \left[ e^{j\nu_0(\dot{\phi} + t)} - (-1)^k e^{-j\nu_0(\dot{\phi} + t)} \right] \]

\[= \frac{e^{-j\alpha}}{2} \sum_{k=\infty}^{\infty} e^{-j\frac{k\nu_0}{2}} \frac{B}{1 + \frac{1}{k}} \left[ e^{-j\nu_0(\dot{\phi} + t)} - (-1)^k e^{j\nu_0(\dot{\phi} + t)} \right] \]

We need to distinguish in between the following cases

\[-1) \stackrel{\pm k}{=} \begin{cases} 1 & \text{k even} \\ -1 & \text{k odd} \end{cases} \]

case of k even

\[= -j \sum_{k=-\infty}^{\infty} e^{j[\alpha + \frac{k\nu_0}{2}]} J_k(\beta) \frac{B}{1 + \frac{1}{k}} \cdot \sin[k\nu_0(\dot{\phi} + t)] \]

\[+ j \sum_{k=-\infty}^{\infty} e^{-j[\alpha + \frac{k\nu_0}{2}]} J_k(\beta) \frac{B}{1 + \frac{1}{k}} \cdot \sin[k\nu_0(\dot{\phi} + t)] \]

\[= 2 \sum_{k=-\infty}^{\infty} J_k(\beta) \frac{B}{1 + \frac{1}{k}} \cdot \sin[\alpha + \frac{k^2\nu_0^2}{2}] \cdot \sin[k\nu_0(\dot{\phi} + t)] \]

case of k odd

\[= -\sum_{k=-\infty}^{\infty} e^{j[\alpha + \frac{k\nu_0}{2}]} J_k(\beta) \frac{B}{1 + \frac{1}{k}} \cdot \cos[k\nu_0(\dot{\phi} + t)] \]

\[= \sum_{k=-\infty}^{\infty} e^{-j[\alpha + \frac{k\nu_0}{2}]} J_k(\beta) \frac{B}{1 + \frac{1}{k}} \cdot \cos[k\nu_0(\dot{\phi} + t)] \]

\[= -2 \sum_{k=-\infty}^{\infty} J_k(\beta) \frac{B}{1 + \frac{1}{k}} \cdot \cos[\alpha + \frac{k^2\nu_0^2}{2}] \cdot \cos[k\nu_0(\dot{\phi} + t)] \]
Therefore we can note that the generated photocurrent expression:

\[
P(t) = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \cdot \left[ 1 + \frac{B \cdot n \nu_0}{B(\Omega_0)} \right] \cdot \left[ 1 + \frac{B \cdot (n-k) \nu_0}{B(\Omega_0)} \right] \cdot e^{j\nu_0(\phi + t)} \cdot e^{j \frac{k \nu_0^2 \phi}{2}} \cdot e^{j \frac{k \nu_0^2 \phi}{2}} \right\}
\]

is identical according to these calculations to the following expression

\[
P(t) = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ 1 + \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} J_n(\beta) J_{n-k}(\beta) \right\}
\]

\[
\cdot \left[ -\left( 1 + \frac{B^2 \cdot n \nu_0^2}{B(\Omega_0)^2} \right) \sin \left[ \frac{2 \phi (n-k) \nu_0^2}{2} \right] \sin [\nu_0(\phi + t)] + \frac{B \cdot (n-k) \nu_0}{B(\Omega_0)} \cos \left[ \frac{2 \phi (n-k) \nu_0^2}{2} \right] \cos [\nu_0(\phi + t)] \right] \]

\[
\cdot \left[ 1 + \frac{B^2 \cdot n \nu_0^2}{B(\Omega_0)^2} \right] \cos \left[ \frac{2 \phi (n-k) \nu_0^2}{2} \right] \cos [\nu_0(\phi + t)] - \frac{B \cdot (n-k) \nu_0}{B(\Omega_0)} \sin \left[ \frac{2 \phi (n-k) \nu_0^2}{2} \right] \sin [\nu_0(\phi + t)] \right] \sum_{k=-\infty}^{\infty} J_k(\beta) \right] \]

\[
= 2 \sum_{n=-\infty}^{\infty} J_n(\beta) \cdot \left[ \sin[\alpha + \frac{k^2 \nu_0^2 \phi}{2} \sin [\nu_0(\phi + t)] - \frac{B \cdot k \nu_0}{B(\Omega_0)} \cos[\alpha + \frac{k^2 \nu_0^2 \phi}{2} \cos [\nu_0(\phi + t)] + \frac{B \cdot k \nu_0}{B(\Omega_0)} \sin[\alpha + \frac{k^2 \nu_0^2 \phi}{2} \sin [\nu_0(\phi + t)] - 1 \right] \right]
\]

where \( \ldots \) formalism is introduced to denote that top element is chosen if k is odd and bottom is k is even.

Let’s look at the previous model DC response (without amplitude variation) (k=0)

\[
P_0 = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} J_n(\beta)^2 - 2 J_0(\beta) \cos(\alpha) + 1 \right\}
\]

We can see that each generated sidetone, \( J_n(\beta) \), contributes to the DC response dependent on \( \beta \), the contribution of the optical carrier, \( J_0(\beta) \), is dependent upon MZM bias point \( \alpha \).

Let’s look at the current model DC response (k=0)

\[
P_0 = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} J_n(\beta)^2 \left( 1 + \frac{B^2 \cdot n^2 \nu_0^2}{B(\Omega_0)^2} \right) - 2 J_0(\beta) \cos(\alpha) + 1 \right\}
\]

We can see that each generated sidetone, \( J_n(\beta) \), contributes to the DC response dependent on \( \beta \), with a small correction compared with MPS standard model dependent on \( \left( \frac{B \cdot \nu_0}{\Omega_0} \right)^2 \), as in standard MPS model the contribution of the optical carrier, \( J_0(\beta) \), is dependent upon MZM bias point \( \alpha \).

Let’s look at the response at first harmonics on the previous model (k = \( \pm 1 \))

\[
P_1 = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ 4 J_1(\beta) \sin[\alpha + \frac{k^2 \nu_0^2 \phi}{2} \sin [\nu_0(\phi + t)] - 2 \sum_{n=-\infty}^{\infty} J_n(\beta) J_{n-1}(\beta) \right\}
\]

\[
sin\left[ \frac{\beta (2n-1) \nu_0^2}{2} \sin [\nu_0(\phi + t)] \right]
\]
Response at first harmonic \((k = \pm 1)\)

\[
P_1 = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ 2 \sum_{n=-\infty}^{\infty} J_n(\beta) J_{n-1}(\beta) \left[ \left( 1 + \frac{B^2 n(n-1)\nu_0^2}{B(\Omega_0)^2} \right) \sin\left[ \frac{\dot{\omega}(2n-1)\nu_0^2}{2} \right] \cdot \sin[\nu_0(\phi + t)] + \frac{B(2n-1)\nu_0}{B(\Omega_0)} \cos\left[ \frac{\dot{\omega}(2n-1)\nu_0^2}{2} \right] \cos[\nu_0(\phi + t)] \right] \right\}
\]

\[+ 4J_1(\beta) \left( \sin[\alpha + \frac{\nu_0^2}{\beta} \sin[\nu_0(\phi + t)] - \frac{B^2 \nu_0}{B(\Omega_0)} \cos[\alpha + \frac{\nu_0^2}{\beta} \cos[\nu(\phi + t)] \right) \}
\]

We can note that the extended model represents that for each desired signal there might be a distortion that arises from amplitude slope experienced by the different sidetones. It is imperative that a larger amplitude slope value, the stronger these distortions will be.

Let’s look at the response at first harmonics on the previous model \((k = \pm 2)\)

\[
P_2 = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} J_n(\beta) J_{n-2}(\beta) \left[ \left( 1 + \frac{B^2 n(n-2)\nu_0^2}{B(\Omega_0)^2} \right) \cos[2\nu_0(\phi + t)] - \frac{B(2n-2)\nu_0}{B(\Omega_0)} \sin[2\nu_0(\phi + t)] \right] \right\} - 4J_2(\beta) \cos[\alpha + \frac{2\nu_0}{\beta} \sin[2\nu_0(\phi + t)]
\]

Response at second harmonics \((k = \pm 2)\) (more detailed to show how I came to these final answers)

\[
P_2 = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} J_n(\beta) J_{n-2}(\beta) \right. \left[ \left( 1 + \frac{B^2 n(n-2)\nu_0^2}{B(\Omega_0)^2} \right) \cos[2\nu_0(\phi + t)] - \frac{B(2n-2)\nu_0}{B(\Omega_0)} \sin[2\nu_0(\phi + t)] \right]
\]

\[+ \sum_{n=-\infty}^{\infty} J_n(\beta) J_{n+2}(\beta) \left. \right[ \left( 1 + \frac{B^2 n(n+2)\nu_0^2}{B(\Omega_0)^2} \right) \cos[-2\nu_0(\phi + t)] - \frac{B(2n+2)\nu_0}{B(\Omega_0)} \sin[-2\nu_0(\phi + t)] \right]
\]

\[+ 2J_2(\beta) \left[ -\cos[\alpha + \frac{2\nu_0^2}{\beta} \cos[2\nu_0(\phi + t)] + \frac{B\nu_0}{B(\Omega_0)} \sin[\alpha + \frac{2\nu_0^2}{\beta} \sin[2\nu_0(\phi + t)] \right]
\]

\[+ 2J_{-2}(\beta) \left[ -\cos[\alpha + \frac{2\nu_0^2}{\beta} \cos[2\nu_0(\phi + t)] - \frac{B\nu_0}{B(\Omega_0)} \sin[\alpha + \frac{2\nu_0^2}{\beta} \sin[-2\nu_0(\phi + t)] \right]
\]

substitute index \(q = n + k \Rightarrow n = q - k \) and using \(J_{-n}(x) = (-1)^n \cdot J_n(x)\)

\[
= \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} J_n(\beta) J_{n-2}(\beta) \right. \left[ \left( 1 + \frac{B^2 n(n-2)\nu_0^2}{B(\Omega_0)^2} \right) \cos[2\nu_0(\phi + t)] - \frac{B(2n-2)\nu_0}{B(\Omega_0)} \sin[2\nu_0(\phi + t)] \right]
\]

\[+ \sum_{n=-\infty}^{\infty} J_n(\beta) J_{n-2}(\beta) \left. \right[ \left( 1 + \frac{B^2 n(n-2)\nu_0^2}{B(\Omega_0)^2} \right) \cos[2\nu_0(\phi + t)] - \frac{B(2n-2)\nu_0}{B(\Omega_0)} \sin[2\nu_0(\phi + t)] \right]
\]
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\[+2J_2(\beta)\cdot\]
\[\left[-\cos[\alpha + \frac{2^2\nu_0}{2}\cos[2\nu_0(\dot{\phi} + t)]] + \frac{B\dot{2\nu}_0}{B(\Omega_0)} \sin[\alpha + \frac{2^2\nu_0}{2}\sin[2\nu_0(\dot{\phi} + t)]]\right] \]
\[+2J_2(\beta)\cdot\]
\[\left[-\cos[\alpha + \frac{2^2\nu_0}{2}\cos[2\nu_0(\dot{\phi} + t)]] + \frac{B\dot{2\nu}_0}{B(\Omega_0)} \sin[\alpha + \frac{2^2\nu_0}{2}\sin[2\nu_0(\dot{\phi} + t)]]\right]\}

\[\Rightarrow \bar{P}_2 = \frac{B\dot{\phi}}{4} \cdot B(\Omega_0)^2 \cdot \left\{2 \sum_{n=-\infty}^{\infty} J_n(\beta)J_{n-2}(\beta) \cdot \left[(1 + \frac{B^2\nu_0(n-2)\nu_0}{B(\Omega_0)^2}) \cos[\frac{\nu_0(n-2)\nu_0}{2}] \cdot \cos[2\nu_0(\dot{\phi} + t)] - \frac{B}{B(\Omega_0)} \sin[\frac{\nu_0(n-2)\nu_0}{2}] \cdot \sin[2\nu_0(\dot{\phi} + t)]\right] \right\}\]

\[+4J_2(\beta) \cdot \left[-\cos[\alpha + \frac{2^2\nu_0}{2}\cos[2\nu_0(\dot{\phi} + t)]] + \frac{B\dot{2\nu}_0}{B(\Omega_0)} \sin[\alpha + \frac{2^2\nu_0}{2}\sin[2\nu_0(\dot{\phi} + t)]]\right]\}
Finally, we can estimate the contribution of the amplitude change to the phase measurement in the standard MPS method. The photocurrent is multiplied with a local oscillator signal oscillating at the $\nu_0$ frequency, $LO(t) = \sin[\nu_0 t]$, using the following trigonometric identities

$$\cos \alpha \cdot \sin \beta = \frac{1}{2} [\sin(\alpha + \beta) - \sin(\alpha - \beta)]$$

$$\sin \alpha \cdot \sin \beta = \frac{1}{2} [\cos(\alpha - \beta) - \cos(\alpha + \beta)]$$

The photocurrent is composed of these expressions $P = P_0 + P_1 + P_2$. We will focus on the contribution to the DC signal, caused by the down converting to DC with the local oscillator signal. There is no need to multiply $P_0$ or $P_2$ since any harmonic contribution will be filtered out using the low pass filter.

Therefore the contributions to the signal are as following:

$$P_1 = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ 2 \sum_{n=-\infty}^{\infty} J_n(\beta) J_{n-1}(\beta) \cdot \left[ -\left( 1 + \frac{\beta^2 \cdot n(n-1) \nu_0^2}{B(\Omega_0)^2} \right) \sin[\hat{\phi}(2n-1) \nu_0^2] \right] \cdot \sin[\nu_0(\hat{\phi} + t)] + \frac{B(2n-1) \nu_0}{B(\Omega_0)} \cos[\hat{\phi}(2n-1) \nu_0^2] \cos[\nu_0(\hat{\phi} + t)] \right\} + 4J_1(\beta) \cdot \left( \sin[\alpha + \frac{\nu_0^2 \phi}{2}] \sin[\nu_0(\hat{\phi} + t)] - \frac{B \nu_0}{B(\Omega_0)} \cos[\alpha + \frac{\nu_0^2 \phi}{2}] \cos[k \nu(\hat{\phi} + t)] \right)$$

$$V_1(t)_{\text{LPF}} = [P_1 \cdot \sin[\nu_0 t]]_{\text{LPF}} = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} J_n(\beta) J_{n-1}(\beta) \cdot \left[ -\left( 1 + \frac{\beta^2 \cdot n(n-1) \nu_0^2}{B(\Omega_0)^2} \right) \sin[\nu_0 \hat{\phi}] \right] + \frac{\beta B(n(n-1) \nu_0^2)}{B(\Omega_0)^2} \cos[\nu_0 \hat{\phi}] \right\} + 2J_1(\beta) \cdot \left( \sin[\alpha + \frac{\nu_0^2 \phi}{2}] \cos[\nu_0 \hat{\phi}] + \frac{B \nu_0}{B(\Omega_0)} \cos[\alpha + \frac{\nu_0^2 \phi}{2}] \sin[\nu_0 \hat{\phi}] \right)$$

We can conclude that the deviation from desired signal in the standard MPS depends on proper selection of MZM bias point $\alpha$, and a proper selection of RF driving frequency to avoid RF fading due to dispersion. In the case of stronger amplitude slope, $\hat{B}$, the distortion of the desired signal will be more dominant. Since our RF driving $\beta \sim \pi \frac{1.5}{1.3} = 1.0472 \sim 1.05$. The assumption standing behind this is that our electrical circuit transfers the oscillating RF power through a perfect 50 ohms impedance network, which is usually not true, especially when treating a wide range of RF frequencies. According to Bessel-J function of the first kind, we should anticipate arising of approximately tones up to the second order, thus we will calculate the cases containing $n \in [-1, 2]$. 

$$V_1(t)_{\text{LPF}} = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ 2 \sum_{n=-1}^{2} J_n(\beta) J_{n-1}(\beta) \cdot \left[ -\left( 1 + \frac{\beta^2 \cdot n(n-1) \nu_0^2}{B(\Omega_0)^2} \right) \right] \cdot \sin[\hat{\phi}(2n-1) \nu_0^2] \cos[\nu_0 \hat{\phi}] \right\} + 2J_1(\beta) \cdot \left( \sin[\alpha + \frac{\nu_0^2 \phi}{2}] \cos[\nu_0 \hat{\phi}] + \frac{B \nu_0}{B(\Omega_0)} \cos[\alpha + \frac{\nu_0^2 \phi}{2}] \sin[\nu_0 \hat{\phi}] \right)$$
+ J_{-1}(\beta) J_{-2}(\beta) \left[ \left( 1 + \frac{\beta^2 + 2\beta_0^2}{B(\Omega_0)^2} \right) \sin \left[ \frac{3\alpha}{2} \right] \cos [\nu_0 \phi] + \frac{\beta \nu_0}{B(\Omega_0)} \cos \left[ \frac{3\alpha}{2} \right] \sin [\nu_0 \phi] \right]

+ J_0(\beta) J_{-1}(\beta) \left[ \sin \left[ \frac{\alpha}{2} \right] \cos [\nu_0 \phi] + \frac{\beta \nu_0}{B(\Omega_0)} \cos \left[ \frac{\alpha}{2} \right] \sin [\nu_0 \phi] \right]

+ J_1(\beta) J_0(\beta) \left[ - \sin \left[ \frac{\alpha}{2} \right] \cos [\nu_0 \phi] - \frac{\beta \nu_0}{B(\Omega_0)} \cos \left[ \frac{\alpha}{2} \right] \sin [\nu_0 \phi] \right]

+ J_2(\beta) J_1(\beta) \left[ - \left( 1 + \frac{\beta^2 + 2\beta_0^2}{B(\Omega_0)^2} \right) \sin \left[ \frac{3\alpha}{2} \right] \cos [\nu_0 \phi] - \frac{\beta \nu_0}{B(\Omega_0)} \cos \left[ \frac{3\alpha}{2} \right] \sin [\nu_0 \phi] \right] \right\}

using \ J_{-n}(x) = (-1)^n \ J_n(x)

= \frac{\rho_0}{\Omega_0} \cdot B(\Omega_0)^2 \cdot \left\{ 2 J_1(\beta) \cdot \left( \sin [\alpha + \frac{\nu_0^2}{2}] \cos [\nu_0 \phi] + \frac{\beta \nu_0}{B(\Omega_0)} \cos [\alpha + \frac{\nu_0^2}{2}] \sin [\nu_0 \phi] \right) + J_0(\beta) J_2(\beta) \left[ \left( 1 + \frac{\beta^2 + 2\beta_0^2}{B(\Omega_0)^2} \right) \sin \left[ \frac{3\alpha}{2} \right] \cos [\nu_0 \phi] + \frac{\beta \nu_0}{B(\Omega_0)} \cos \left[ \frac{3\alpha}{2} \right] \sin [\nu_0 \phi] \right] \right\}

= \frac{\rho_0}{\Omega_0} \cdot B(\Omega_0)^2 \cdot \left\{ 2 J_1(\beta) \cdot \left( \sin [\alpha + \frac{\nu_0^2}{2}] \cos [\nu_0 \phi] + \frac{\beta \nu_0}{B(\Omega_0)} \cos [\alpha + \frac{\nu_0^2}{2}] \sin [\nu_0 \phi] \right) + \frac{\beta \nu_0}{B(\Omega_0)} \sin [\nu_0 \phi] \right) \right\}

In order to emphasize the extended model for MPS, we will arrange the signal according to the perturbations

\Rightarrow V_1(t)_{\text{LPP}} = \frac{\rho_0}{\Omega_0} \cdot B(\Omega_0)^2 \cdot \left\{ \cos [\nu_0 \phi] \left[ J_1(\beta) \left( \sin [\alpha + \frac{\nu_0^2}{2}] - J_0(\beta) \sin \left[ \frac{3\alpha}{2} \right] - J_2(\beta) \sin \left[ \frac{3\alpha}{2} \right] \right) \right] + \frac{\beta \nu_0}{B(\Omega_0)} \sin [\nu_0 \phi] \left[ J_1(\beta) \left( \cos [\alpha + \frac{\nu_0^2}{2}] - J_0(\beta) \cos \left[ \frac{3\alpha}{2} \right] - 3 J_2(\beta) \cos \left[ \frac{3\alpha}{2} \right] \right) \right] - \frac{\beta^2 \nu_0^2}{B(\Omega_0)^2} \cos [\nu_0 \phi] \left[ 2 J_1(\beta) J_2(\beta) \sin \left[ \frac{3\alpha}{2} \right] \right] \right\}
Finally, we can estimate the contribution of the amplitude change to the phase measurements in the 2nd order MPS with Audio method. The photocurrent is multiplied with a local oscillator signal oscillating at the \( \nu_0 \) frequency, \( LO(t) = \sin[2\nu_0 t] \), using the following trigonometric identities:

\[
\cos \alpha \cdot \sin \beta = \frac{1}{2} \left[ \sin(\alpha + \beta) - \sin(\alpha - \beta) \right]
\]

\[
\sin \alpha \cdot \sin \beta = \frac{1}{2} \left[ \cos(\alpha - \beta) - \cos(\alpha + \beta) \right]
\]

The photocurrent is composed of these expressions \( P = P_0 + P_1 + P_2 \). We will focus on the contribution to the DC signal, caused by the down converting to DC with the local oscillator signal. There is no need to multiply \( P_0 \) or \( P_1 \) since any harmonic contribution will be filtered out using the low pass filter.

Therefore the contributions to the signal are as follows:

\[
P_2 = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ 2 \sum_{n=-\infty}^{\infty} J_n(\beta) J_{n-2}(\beta) \cdot \left[ (1 + \frac{B^2 n(n-2)\nu_0^2}{B(\Omega_0)^2}) \cos[\frac{\phi(2n-2)\nu_0^2}{2}] \right] \cdot \cos[2\nu_0(\phi + t)] - \frac{B(2n-2)\nu_0}{B(\Omega_0)} \sin[\frac{\phi(2n-2)\nu_0^2}{2}] \sin[2\nu_0(\phi + t)] \right\}
\]

\[
+ 4J_2(\beta) \cdot \left[ -\cos[\alpha + \frac{2^2\nu_0^2\phi}{2}] \cos[2\nu_0(\phi + t)] + \frac{B2\nu_0}{B(\Omega_0)} \sin[\alpha + \frac{2^2\nu_0^2\phi}{2}] \sin[2\nu_0(\phi + t)] \right]\}
\]

\[
V_2(t)_{\text{LPF}} = [P_2 \cdot sin[2\nu_0 t]]_{\text{LPF}} = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=-\infty}^{\infty} J_n(\beta) J_{n-2}(\beta) \cdot \left[ - (1 + \frac{B^2 n(n-2)\nu_0^2}{B(\Omega_0)^2}) \right] \cdot \cos[\phi(2n-2)\nu_0^2] \cdot \sin[2\nu_0 \phi] - \frac{B(2n-2)\nu_0}{B(\Omega_0)} \sin[\phi(2n-2)\nu_0^2] \cos[2\nu_0 \phi] \right\}
\]

\[
+ 2J_2(\beta) \cdot \left[ \cos[\alpha + 2\nu_0^2 \phi] \sin[2\nu_0 \phi] + \frac{B2\nu_0}{B(\Omega_0)} \sin[\alpha + 2\nu_0^2 \phi] \cos[2\nu_0 \phi] \right]\}
\]

Since our RF driving \( \beta \sim \frac{\phi}{4} = 1.0472 \sim 1.05 \). The assumption standing behind this is that our electrical circuit transfers the oscillating RF power through a perfect 50 ohms impedance network, which is usually not true, especially when treating a wide range of RF frequencies. According to Bessel-J function of the first kind, we should anticipate arising of approximately tones up to the second order, thus we will calculate the cases containing \( n \in [0, 2] \).

\[
V_2(t)_{\text{LPF}} = \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sum_{n=0}^{\infty} J_n(\beta) J_{n-2}(\beta) \cdot \left[ - (1 + \frac{B^2 n(n-2)\nu_0^2}{B(\Omega_0)^2}) \right] \cdot \cos[\phi(2n-2)\nu_0^2] \cdot \sin[2\nu_0 \phi] - \frac{B(2n-2)\nu_0}{B(\Omega_0)} \sin[\phi(2n-2)\nu_0^2] \cos[2\nu_0 \phi] \right\}
\]

\[
+ 2J_2(\beta) \cdot \left[ \cos[\alpha + 2\nu_0^2 \phi] \sin[2\nu_0 \phi] + \frac{B2\nu_0}{B(\Omega_0)} \sin[\alpha + 2\nu_0^2 \phi] \cos[2\nu_0 \phi] \right]\}
\]

\[
= \frac{P_0}{4} \cdot B(\Omega_0)^2 \cdot \left\{ 2J_2(\beta) \cdot \left[ \cos[\alpha + 2\nu_0^2 \phi] \sin[2\nu_0 \phi] + \frac{B2\nu_0}{B(\Omega_0)} \sin[\alpha + 2\nu_0^2 \phi] \cos[2\nu_0 \phi] \right]\right\}
\]

\[
+ J_2(\beta)J_0(\beta) \cdot \left[ -\cos[\phi2\nu_0^2] \cdot \sin[2\nu_0 \phi] - \frac{B2\nu_0}{B(\Omega_0)} \sin[\phi2\nu_0^2] \cos[2\nu_0 \phi] \right]\]
In order to emphasize the extended model for MPS, we will arrange the signal according to the perturbations

\begin{align*}
+ J_1(\beta) J_{-1}(\beta) & \cdot \left[ - \left( 1 - \frac{B^2 J_0^2}{M \Omega_0^2} \right) \cdot \sin[2\nu_0 \dot{\phi}] \right] \\
+ J_0(\beta) J_{-2}(\beta) & \cdot \left[ - \cos[\dot{\phi} 2\nu_0^2] \cdot \sin[2\nu_0 \dot{\phi}] - \frac{B^2 J_0^2}{M \Omega_0^2} \sin[\dot{\phi} 2\nu_0^2 \cos[2\nu_0 \dot{\phi}] \right] \\
\end{align*}

using \( J_{-n}(x) = (-1)^n \cdot J_n(x) \)

\begin{align*}
&= \frac{P_n}{4} \cdot B(\Omega_0)^2 \cdot \left\{ 2 J_2(\beta) \cdot \left[ \cos[\alpha + 2\nu_0^2 \dot{\phi}] \sin[2\nu_0 \dot{\phi}] + \frac{B^2 J_0^2}{M \Omega_0^2} \sin[\alpha + 2\nu_0^2 \dot{\phi}] \cos[2\nu_0 \dot{\phi}] \right] \\
+ J_2(\beta) J_0(\beta) & \cdot \left[ - \cos[\dot{\phi} 2\nu_0^2] \cdot \sin[2\nu_0 \dot{\phi}] - \frac{B^2 J_0^2}{M \Omega_0^2} \sin[\dot{\phi} 2\nu_0^2 \cos[2\nu_0 \dot{\phi}] \right] \\
+ J_1(\beta) J_1(\beta) & \cdot \left[ 1 - \frac{B^2 J_0^2}{M \Omega_0^2} \right] \cdot \sin[2\nu_0 \dot{\phi}] \\
+ J_0(\beta) J_2(\beta) & \cdot \left[ - \cos[\dot{\phi} 2\nu_0^2] \cdot \sin[2\nu_0 \dot{\phi}] - \frac{B^2 J_0^2}{M \Omega_0^2} \sin[\dot{\phi} 2\nu_0^2 \cos[2\nu_0 \dot{\phi}] \right] \right\}.
\end{align*}

In order to emphasize the extended model for MPS, we will arrange the signal according to the perturbations

\begin{align*}
\Rightarrow V_2(t)_{\text{LPF}} & = \frac{P_n}{4} \cdot B(\Omega_0)^2 \cdot \left\{ \sin[2\nu_0 \dot{\phi}] \cdot \left[ J_2(\beta) \left( \cos[\alpha + 2\nu_0^2 \dot{\phi}] - J_0(\beta) \cos[2\nu_0^2 \dot{\phi}] \right) + \frac{1}{2} J_1^2(\beta) \right] \\
& + \frac{B^2 J_0^2}{M \Omega_0^2} \sin[2\nu_0 \dot{\phi}] \cdot \left[ 2 J_2(\beta) \left( \sin[\alpha + 2\nu_0^2 \dot{\phi}] - J_0(\beta) \sin[2\nu_0^2 \dot{\phi}] \right) \\
& - \frac{B^2 J_0^2}{M \Omega_0^2} \sin[2\nu_0 \dot{\phi}] \frac{1}{2} J_1^2(\beta) \right] \right\}
\end{align*}
האחרון בעשור מאד תחום המ디יטה העוברת בشرع האופטיים. אופטימיזציה של הטרנספורט ו получения תקן זמן משלים לפקקת על רשת הת께서ות.ordo פיתוח חברה וחברתית כלכלית של מערכות אופטיים משפעות לעיבוד ומעורבות התקן והאופטיים⊠, יתומי מהידידים מודרים וסינתזת הת께서ות. לעיבוד ומקורות הת께서ות היונים.

וייסים על מנה לבצע אופטימיזציה בברكرم של מערכות הת께서ות האופטיים.

دراجת המידה הקצוב הת께서ות הופנלים על ידי הפקענות הפורמטים הבסיס האופטיים על ידי שינו תואר הידע של משדרי הלייזר. הגון לבצע מדריך של פונקציה מרכזית על ידי טכניקת .

 pelo הنسبה הפוסט (MPS) ואופן הסתמך המפגשים ביניהם וራוניים מידיידת בהווהシアט קטער של ידי טכניקת MPs-ה. השבטים ברackets זיהו ייסורים מפעפלים חברה, ומסער את מפרטים vídeos מידיידת האופטיים לתוך MPSS-ה MPs-ה השבטים במקוונים ייסורים מפעפלים חברה ומסער את מפרטיםolics מידיידת האופטיים לתוך MPSS-ה MPs-ה השבטים במקוונים ייסורים מפעפלים חברה ומסער את מפרטיםolics מידיידת האופטיים לתוך MPSS-ה MPs-ה השבטים במקוונים ייסורים מפעפלים חברה ומסער את מפרטיםolics מידיידת האופטיים לתוך MPSS-ה MPs-ה השבטים במקוונים ייסורים מפעפלים חברה ומסער את מפרטיםolics מידיידת האופטיים לתוך MPSS-ה MPs-ה השבטים במקוונים ייסורים מפעפלים חברה ומסער את מפרטיםolics מידיידת האופטיים לתוך MPSS-ה MPs-ה השבטים במקוונים ייסורים מפעפלים חברה ומסער את מפרטיםolics מידיידת האופטיים לתוך MPSS-ה MPs-ה השבטים במקוונים ייסורים מפעפלים חברה ומסער את מפרטיםolics מידיידת האופטיים לתוך MPSS-ה MPs-ה השבטים במקוונים ייסורים מפעפלים חברה ומסער את מפרטיםolics מידיידת האופטיים לתוך MPSS-ה MPs-ה השבטים במקוונים ייסורים מפעפלים חברה ומסער את מפרטיםolics מידיידת האופטיים לתוך MPSS-ה MPs-ה השבטים במקוונים ייסורים מפעפלים חברה ומסער את מפרטיםolics מידיידת האופטיים לתוך MPSS-ה MPs-ה השבטים במקוונים ייסורים מפעפליםubar

ואם המיתוג בין השיפור בתכונות מוכנה, על שימו בקרוב והאוזנת קטעים המשוער של MPs-ה באוזנת החלוקת ב-2 למיפוי בקרוב משמעת התಚנה לתחום האפשרי של השבטים בסכנתה-ה. התחנה האפשרי של השבטים בסכנתה-ה משמעת את האפשריות של הסכנתה המועצות. מיקメント המידה והורכת מתבצעות שלוט בצ各種ם צרכים לizzatoיהיםORIZIN מסחרי יתרונות והتبادل של התכונות האופטיים וה.Condition מחושף את חיתות החיבורים במתקנים עמידה שמידהこちら. שbatis שבו (כלומר הנב하실כלי מוסר ראש) תأسلوب לнятиיה והתלים של אופטימיזציה של המדפים האופטיים (Mach-Zehnder Modulator) את עלייה עד תלחימי האלקטרוטרניי של התכונות האופטיים ומחוזת המחוסף ליתות חתון ל꿈 התשובה להناقשה. בד רעישת תפעולה לתלמודי ליאת התכונות הקנית. הצעה לא מעבורת המידה בשיתוף אופטיקו פוניית, בקרוב ילה התאבה לעיל שימו בקרוב ויידי בדד או כפול. מודרני מספור קומונירט של רכיבים וściיבים או אופטימיזים על מתן לוהטגאט את סכנתה המידה. כיון בוינו על תורונון והסרגון של הסכנתה המושעת.
אפין פונותיצית המעבר המורכבת
(אפליוטודה וא_pdataה)
של רכיבים אופטיים
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