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The small-bias conductance of the C6 molecule, stretched between two metallic leads, is studied
using time-dependent density functional theory within the adiabatic local density approximation.
The leads are modeled by jellium slabs, the electronic density and the current density are described
on a grid, whereas the core electrons and the highly oscillating valence orbitals are approximated
using standard norm-conserving pseudopotentials. The jellium leads are supplemented by a complex
absorbing potential that serves to absorb charge reaching the edge of the electrodes and hence mimic
irreversible flow into the macroscopic metal. The system is rapidly exposed to a ramp potential
directed along the C6 axis, which gives rise to the onset of charge and current oscillations. As time
progresses, a fast redistribution of the molecular charge is observed, which translates into a direct
current response. Accompanying the dc signal, alternating current fluctuations of charge and
currents within the molecule and the metallic leads are observed. These form the complex
impedance of the molecule and are especially strong at the plasmon frequency of the leads and the
lowest excitation peak of C6 . We study the molecular conductance in two limits: the strong coupling
limit, where the edge atoms of the chain are submerged in the jellium and the weak coupling case,
where the carbon atoms and the leads do not overlap spatially. ©2004 American Institute of
Physics. @DOI: 10.1063/1.1640611#

I. INTRODUCTION

Recently a surge of developments in synthetic and ana-
lytic molecular scale methods1–13 has made possible the re-
alization of the concept of molecular junction
electronics.14,15 This is an emerging field of research, where
molecules connected to electrodes conduct electricity under
voltage bias. The next step is connecting several molecular
junctions to each other. What kind of electronic systems do
we expect to result? In classical electronics circuits, predict-
ing the behavior of a system composed of several compo-
nents is facilitated by the concept of the complex impedance
Z(v). This is the alternating current~ac! analog of the
current–voltage relationship, relating the sinusoidal current
passing through a junction,I (v), to the sinusoidal voltage
bias of the electrodes

V~v!5Z~v!I ~v!. ~1.1!

Once each component is characterized by an impedance
Zi , the impedance of two components connected serially is
Z12,s5Z11Z2 , whereas that of two components connected

in parallel is16 Z12,p5(Z1
211Z2

21)21. The concept should
also be useful in molecular electronics, where high-
frequency fields can be generated either by the components
themselves or by external optical perturbations.

ac conductance in molecular systems has not been stud-
ied extensively. In model systems, such as a double barrier or
a wire with interacting electrons~Lüttinger liquid!, interest-
ing studies, including exact solutions, have been
reported.17–19 It was found useful to compare to standard
resistor–capacitor–inductor analogs. A relatedbut different
issue is the effect an ac field has on the dc conductance.20

Several interesting articles were published recently by
Tikhonov, Coalson, and Dahnovsky21,22 studying this effect
using a combination of Floquet and Green’s function formal-
ism that takes into account the time-dependent periodic ef-
fects of the laser field. They applied their method, within a
tight binding model, to a xylyl–dithiol molecule connected
to two electrodes. They found that experimentally accessible
laser pulses can significantly enhance the tunneling current
through the device. Another related recent work by Lehman
et al.23,24 suggests a coherent ratchet mechanism by which
oscillating laser fields can produce rectified current in mo-
lecular wires.a!Electronic mail: roi.baer@huji.ac.il
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The study of dc molecular conductance is discussed in
much greater detail in recent years. Most of the approaches
are based on the Landauer formula,25–27 where the conduc-
tance is expressed in terms of the quantum-mechanical trans-
mittance of electrons at the Fermi energy. Early applications
of Landauer’s theory used simplified models~tight binding
or ‘‘frozen’’ Hartree–Fock/density-functional Hamiltonians!,
with the goal of exploring new phenomena and gaining in-
sight into the general features of molecular conductance.28–33

The drawback of the frozen SCF approaches is that they do
not allow for the response of the electrons to the bias volt-
age. The importance of such effects has been established by
several workers.34–40 The nonequilibrium Green’s function
~NEGF! approach provides a means of accounting for these
effects ~mostly for dc response! within the Landauer
formalism.26,40–44

This paper presents a method for computing the imped-
ance and conductance of a molecular system in the small-
bias, zero-temperature regime. The basic vehicle is time-
dependent density functional theory~TDDFT!. We invoke a
linear response approach for computing the current–density
and voltage–density correlation functions, from which the
impedance is calculated using Eq.~1.1!. The calculation is
performed in the time domain, allowing a glimpse of the
current and charge oscillations.

This paper expands, implements, and improves on a re-
cently developed method45 that can, in principle, incorporate
the dynamical effects of electron–electron correlation on
conduction. The dc conductance is obtained as thev50 in-
verse impedance. The approach therefore provides also anab
initio method of calculating the dc conductance in the limit
of low temperature and bias voltage.

The method we describe here naturally accounts for the
screening effects for which the NEGF methods were devel-
oped. It is interesting to compare the results of the present
method and a scattering-DFT type of theory.36,40,43,44For this
reason, one of the systems we study here is identical to a
system studied by Lang and Avouris.44 Despite the differ-
ences in methodology, we find that both methods applied to
the same system give essentially identical results. The advan-
tage of the present method~in addition to the ease of extract-
ing ac information! is its rigorous justification, since dy-
namic electronic excitations from the ground state are
explicitly taken into account in the TDDFT formalism.

This article first introduces the basic theory in Sec. II,
where conductance and impedance are defined and the meth-
ods for their computation are discussed. The model elec-
trodes are also discussed in this section. In Sec. III we
present the results of several calculations. We take up two
different jellium–C6–jellium systems. The first, called ‘‘C-
system’’ is a good conductor: the ends of the wire are sub-
merged in the jellium. The second—the ‘‘R-system,’’ is a
poor conductor: the ends of the wire are a distance of 2.5a0

from the respective jellium edges. In both systems we first
perform a DFT calculation to determine the basic charge
distribution. We find that the C6 bridge becomes negatively
charged when connected to the jellium leads. This result was
previously reported by Lang and Avouris44 for the C-system.
We find it holds true also for the R-system, which is less

strongly coupled. In order to understand the mechanisms of
conductance in these systems, we approach conductance via
two routes. First, a very approximate theory is used, which
highlights the effect of the ground-state Kohn–Sham effec-
tive potential. This is done in Sec. III A. This is the
‘‘frozen’’-DFT-Landauer conductance. This analysis, while
inaccurate, accentuates an important effect: ‘‘geometric’’ re-
sistance; electrons cannot easily flow into the molecular
channel because of its narrowness: conductance is efficient
only in the C-system, where acceleration in theperpendicu-
lar direction to the charge flow is present, which also domi-
nates the more accurate calculation done using TDDFT. The
results of the more rigorous calculation, based on TDDFT,
take into account the screening of the external bias and the
dynamics response of the electrons is described in Sec. III B.
We then describe the ac response and current in Sec. III C. In
Sec. III D we present the ac impedance of the junctions.

II. THEORY METHODS AND MODELS

A. Definition of ac Õdc impedance

The definition of conductance we adopt is specialized to
a time-dependent approach. We envision two planes,P1 and
P2 , placed deep in the bottom and top electrodes, respec-
tively ~see Fig. 1!. These planes divide space into three
zones: the bottom lead, the interaction zone, and the top lead.
The system, initially prepared in its ground state, is subjected
to a short weak electromagnetic pulsedE(t). During and
after the pulse, the electron number density is time depen-
dent

n~r ,t !5ngs~r !1dn~r ,t !, ~2.1!

with dn(r ,t) depending linearly ondE to first order. The
total electrostatic potential is thus time dependent

ve~r ,t !5vnuc~r !1edE~ t !•r1vH~r ,t !, ~2.2!

where vnuc(r ) is the nuclear electrostatic potential experi-
enced by the electrons~assumed static!, e is the electron
charge, and

vH~r ,t !5e2E n~r 8,t !

ur2r 8u
d3r 8 ~2.3!

is the electronic electrostatic potential~more accurately, the
Hartree potential!. Note thatve(r ,t) has two sources of first-
order time-dependent contributions: the direct effect ofdE
itself and the accompanying response which acts topartially
screen it by changing the Hartree potentialvH , resulting
from dn(r ,t).

The electrostatic potential, deep inside each lead~far
from the surface or the molecular wire! is assumed to be
constant in space. This is because the lead is metallic and
large. Thus, any pair of pointsr1 , r2 located deep in their
respective bottom and top leads can be taken to represent the
electrostatic potential of the lead. This electrostatic potential
difference is in general time dependent

Dv~ t !5ve~r2 ,t !2ve~r1 ,t !. ~2.4!
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The electric currents through the two planes,I 1(t) and
I 2(t), are not necessarily equal, allowing for time-dependent
charge build-up or depletion on the wire

Q̇W~ t !5I 2~ t !2I 1~ t !. ~2.5!

We will consider the average current18

I ~ t !5 1
2 ~ I 1~ t !1I 2~ t !!, ~2.6!

as the reference current from which we calculate impedance.
We note that this choice does not influence the dc
conductance,46 although it will have an effect on the ac im-
pedance. In the dc case this choice improves the convergence
~the convergence of the average current in tunneling prob-
lems has been considered in detail by Casparyet al.47!.

The ac conductanceG(t) is defined as the linear kernel
relating the currentI (t) to the potential differenceDv(t)

I ~ t !5E
2`

t

G~ t2t8!Dv~ t8!dt8. ~2.7!

Note that this is a physically causal relation, expressing the
fact that the current is a response to past potential difference.
Within the frequency space, the impedanceZ(v) is the in-
verse frequency dependent conductance, given by

Z21~v![G̃~v!5E
0

`

G~ t !eivtdt. ~2.8!

Defining D ṽ(v)5*2`
` Dv(t)eivtdt with a similar relation

for Ĩ (v), we arrive at the relation

Z21~v!5G̃~v!5
Ĩ ~v!

D ṽ~v!
, ~2.9!

which also shows the impedance as the inverse of the ac
conductance. By definition, the conductance and impedance
areproperties of the system, independent of the small time-
dependent perturbation used to calculate them@this drops off
when the ratio is taken in Eq.~2.9!#.

When the system is exposed to an external electric field,
it responds by generating currents and time-dependent
charge redistribution. In Eq.~2.9!, the numerator contains the
current response of the system. But, what about the denomi-
nator? A careful consideration shows that it must include, in
addition to the external potential difference, the potential re-
sponse of the system due to the charge reorganization.18,34,48

These two response contributions, of the numerator and de-
nominator of Eq.~2.9!, must be calculated consistently in a
single framework.

B. Time-dependent density functional theory

In order to compute the currents and densities following
the perturbation, we use the time-dependent density func-
tional theory of Runge–Gross.49 This theory is exact if an

FIG. 1. The Kohn–Sham isopotential contours of the two J–C6– J systems considered in this paper~the spatial dimensions are ina0). The C-system has J–J
spacing of DJJ59.7a0 and carbon–carbon spacing of RCC52.5a0 , while the R-system has DJJ516.3a0 and RCC52.4a0 . Notice a rainbow coloring of the
isopotential contours, with purple the lowest potential and red the highest. The contour spacing potential difference is 1 eV. The arrows in the C-system
designate barrierless passage from the jellium to the bridge. The J planes denote the location of the jellium surface.
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exact functional is used. In our application we use the adia-
batic local density approximation~ALDA !. While this ap-
proximation can be criticized as being too simplistic for an
accurate description of the conduction, it is a good place to
start as a first computation. Indeed, it is tempting to use more
elaborate functionals, based on the current density.50,51 At
present, however, functionals with the desired features are
still untested and appear to have some fundamental prob-
lems, such as the impossibility of writing down a consistent
action functional.52 Thus, we defer this issue to a future
study.

The equations we solve are thus

i\ẇn~r ,t !52
\2

2me
¹2wn~r ,t !1vs~r ,t !wn~r ,t !, ~2.10!

wherewn(r ,t) are the time-dependent Kohn–Sham orbitals
(n51,...,N), the density is given by n(r ,t)
5(n51

Ne uwn(r ,t)u2, and the effective potential is a combina-
tion of the electrostatic potential@see Eq.~2.2!# and an
exchange-correlation term

vs~r ,t !5ve~r ,t !1vxc~r ,t !. ~2.11!

Within ALDA the latter is given by

vxc~r ,t !5«xc~n~r ,t !!1«xc8 ~n~r ,t !!n~r ,t !, ~2.12!

where«xc is the homogeneous electron gas energy per par-
ticle parametrized by Perdew and Wang.53

C. Model

We consider two systems, each consisting of an atomic
carbon chain, C6 , connected to model gold leads. The first
system, which we denote by ‘‘C’’ as it is a good conductor, is
identical to the system studied Lang and Avouris44 ~LA !.
This model consists of 6 carbon atoms stretched between two
jellium slabs. The edge atoms are immersed 1.4a0 inside in
the jellium slabs. The second system is similar to the first,
but the edge atoms are a bond distance away from the lead
surface. This system shows lower conductance and is de-
noted by ‘‘R.’’ The positive spatial density of the jellium
slabs is given by

n1~x,y,z!5
n1

2 S 1

11e2a(z2z1) 1
1

11ea(z2z2)D , ~2.13!

where thez coordinate is defined by the wire axis. The posi-
tive jellium density isn15(4pr s

3/3)21, with r s53a0 , a
value often used to simulate gold. The parameters of both
systems are given in Table I.

The electron orbitals and density are described on a grid
of spacingDx,Dy,Dz, spanning a box of sizeLx ,Ly ,Lz that
contains the system under periodic boundary conditions. The
grid parameters are given in Table I. In conjunction with this,
fast Fourier methods are used to solve the relevant Poisson
equations and to implement the kinetic energy. The replace-
ment of the atomic cores by pseudopotentials allows use of a
relatively sparse grid. We use standard Troulier–Martins54

pseudopotentials, generated by the program of Fuchs and
Scheffler.55

D. Energy and particle dissipation

In molecular conductance, the macroscopic leads supply
and absorb the charge carriers and are also responsible for
dissipating the excess electronic energy. This is an important
ingredient in any conductance theory, since for there to be
resistance, heat must be dissipated. In the present calculation
we absorb the energetic electrons by imposing absorbing
boundary conditions, an approach used often in quantum dy-
namics theories of scattering.56 The role of the absorbing
boundary in molecular conductance calculations has been
discussed elsewhere57 and has been used by several groups
in the past~see also the review by Nitzan58!. Its physical
content is that of the imaginary part of the self-energy in
nonequilibrium Green’s function methods. The absorbance
of these particles automatically causes loss of their excess
energy and is our source of energy dissipation as well.

Our absorbing potential has the form

ĜNIP52 iQ̂†GNIP~r !Q̂, ~2.14!

whereQ̂51̂2(n51
Ne uwn&^wnu is the projector on the Kohn–

Sham virtual space, assuring that electrons which are not
excited above the Fermi sea are not absorbed. The electrons
that can be absorbed ‘‘see’’ a negative imaginary potential
localized at the edges of the jellium slabs. We use the opti-
mized form of Riss and Meyer59

GNIP~x,y,z!5H 0 z,zI

2A~z2zI !
m z.zI ,

~2.15!

where the parameters are given in Table I. The absorbing
potential of Eq.~2.15! pertains to the bottom jellium slab,
G1 , and an identical absorber is located at the edge of the top
slab,G2 .

E. A simplified time-independent approach

Although we focus primarily on developing and apply-
ing an approach to conductance calculations within TDDFT,
it is instructive to consider also a simpler, complementary
approach, within the familiar Landauer formalism. The ap-
proach presented in this subsection cannot give a quantitative
description of conductance because it does not take into ac-
count the shape of the screening bias voltage. It does, how-

TABLE I. Various parameters used in the calculations.

Jellium
parameters

a53.33a0

r s53 (n150.008 84a0
23)

Eq. ~2.13!System C System R

z1 (a0) 218.42 221.73
z2 (a0) 24.85 28.15

Grid (Lx,Ly,Lz)5(10,10,64)a0

Dx5Dy5Dz50.5a0

Negative
imaginary
potentials zI59a0 , m53, A56.3731024 Eq. ~2.15!

Ramp
pulse

T510 T510 Eh /\,
E51024 Eh /qea0

Eq. ~2.21!
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ever, include a lot of the physics incorporated into the
ground-state potential of the problem, and provides, in addi-
tion, a useful reference for the dc conductance.

Using the absorbing potential, we can calculate the con-
ductance from the ‘‘cumulative reaction probability’’ which
is the Miller–Seideman formula60

N~E!54tr $Ĝ†~E!G1Ĝ~E!G2%, ~2.16!

whereĜ(E)5(E2Ĥ1 iG11 iG2)21 is the Green’s function
of the complex Hamiltonian. This formula is analogous to
the nonequilibrium Green’s function formula, withG i re-
placed by the corresponding imaginary parts of the self-
energy. This is the analogous quantity to the one-dimensional
transmittanceT(E). The Landauer formula gives the zero-
temperature conductance as related to the cumulative reac-
tion probability at the Fermi energy

g5g0N~EF!, ~2.17!

whereg052e2/h is the quantum unit of conductance. The
computation of the trace in Eq.~2.16! is not an easy task,
because of the large grid we use~in the example discussed
below, there are over 50 000 grid points!. In order to facili-
tate the calculation, we make use of the fact thatG are defi-
nite in sign, allowing us to write the cumulative reaction
probability as a positive definite kernel

N~E!54tr $S†S%, ~2.18!

whereS5AGLG(E)AGR. The operation of the Green’s func-
tion matrix on a vector is implemented using a precondi-
tioned quasiresidual method.61 Re-expressed in terms ofS,
the trace can be computed within an efficient Monte Carlo
method.62 Equation~2.18! takes the form

N~E!54^^CQuS†SuCQ&&Q , ~2.19!

where CQ(r n)5eiun is a wave function of unit amplitude
and random phaseun localized at the grid pointr n . Averag-
ing in Eq. ~2.19! is done on the uncorrelated random phases
based on the fact that^ei (un2um)&5dnm .

The typical problem of quantum Monte Carlo methods,
namely the sign problem~see for example Ref. 63!, is cir-
cumvented here because the integrand that is averaged is
positive definite. The method is therefore remarkably effi-
cient. In general, the statistical error decreases asM 21/2,
whereM is the number of iterations. Experience shows that
the initial error is typically small, and hence averaging over
about 150 random functions yields a good estimate, to within
10% of the converged value. The convergence of the Monte
Carlo calculation ofN(E) is illustrated in Fig. 2.

III. RESULTS

A. Landauer dc conductance of the C 6 systems

An x50 cut of the Kohn–Sham potential of the two
systems is shown in Fig. 1. The deep atomic potential wells
that coalesce into an elongated molecular channel connecting
the two electrodes are clearly observed. A cut atx5y50,
depicting thez dependence of both the potential and the
ground-state electron density is shown in Fig. 3.

The ‘‘bottom of the band energy’’ of the electrode is
about 20.26Eh and 20.24Eh for the R and C systems,
respectively. Combined with the Fermi energy orbitals, we
obtain a Fermi kinetic energy of ^cHOMOu (2\2/
2me) ¹2ucHOMO&55.4 eV for both systems.64 The shape of
the potential surface at the interface between the lead and the
molecule differs in the two systems. In Fig. 1 it is seen that
the Kohn–Sham potential of system C allows a barrierless
passage of electrons~through the openings denoted by ar-
rows! from the jellium electrodes into the carbon channel. In
the R-system, there is a slight barrier of 1 eV or less depend-
ing on the angle of entrance~see Fig. 1!; this barrier is,
however, much less in energy than the potential in the elec-
trodes.

To explore the effect of the Kohn–Sham potential on
conductance, we first compute the dc conductance within the
simple Landauer~the frozen SCF! approach developed in
Sec. II E. This calculation takes no account of the screening
of the driving bias potential by the electrons and is thus not
appropriate for quantitative conductance calculations. None-
theless, it sheds light on the role the KS potential has in
determining the conductance. Within this approximation, we
find that the C-system has conductance of 0.4g0 , whereas
the R-system’s conductance is a factor of 20 lower, 0.02g0 .

This rather large difference cannot be explained by the
existence of small barriers at the interface of the R-system
since the kinetic energy of the electrons coming from the
jellium is in excess of 5 eV. The 20-fold enhancement in
conductivity of the C- as compared to the R-system is prob-
ably due to the more efficient energy transfer between the
lateral and vertical electron modes in the former case. Quan-
tum mechanically, to efficiently cross the channel, the lateral
(x/y) direction of the electronic wave function must have a
wavelength comparable to or smaller than the aperture diam-
eterD54.5a0). For this, the electron must convert some of
its energy into kinetic energy in the lateral direction. This
means that a large increase in theperpendicularkinetic en-
ergy must be achieved in order to cross the channel from one

FIG. 2. An example of the Monte Carlo iterations for calculating the con-
ductance of the R-system within the simple Landauer approximation. We
show two separate runs, converging to essentially identical statistically sig-
nificant limits.
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jellium slab to the other. Thus, conductance in thez direction
is possible only if efficient acceleration in thex–y directions
is present. If this kinetic energy conversion is inefficient, the
length of the channel will be important: conductance will
drop exponentially with length. This is despite the fact that
the molecular channel has noapparenthigh barriers. By in-
spection of the Kohn–Sham potential energy surfaces~KSP-
ESs! in Fig. 1, it is visibly clear that the KSPES in the
C-system has gradients pointing in the perpendicular direc-
tions at the entrance of the channel. This allows the electrons
of the C-system to easily accelerate in the perpendicular di-
rections and thus facilitates conduction. In the R-system, the
KSPES restricts the electrons to a small angle, where there
are very little perpendicular forces with which to accelerate
the electrons in thex–y directions. In addition, from inspec-
tion, it is evident that the length of the constriction in the
R-system is about 15a0—twice as large as in the C-system.

These considerations dominate the conductance. Even
when other important effects, such as screening and dynamic
excitations are taken into account by the more rigorous
method used in the next section, the geometric effect de-
scribed here still dictates that the R-system conducts much
less well than the C-system.

B. TDLDA dc conductance of the C 6 systems

In order to study the dc conductance, we start with a
system in its ground state and suddenly turn on a small elec-
tric field

vext~r ,t !5vnuc~r !1 f ~ t !eEz, ~2.20!

where

f ~ t !5H 1 t.T

sin2~pt/2T! T.t.0

0 0.t ,

~2.21!

and the parameters are given in Table I. This almost sudden
change of conditions causes a small time-dependent current
density j (r ,t) to form, the dc component of which is ab-
sorbed by the imaginary potential. The dc current is the time
average of the current density

jDC~r !5 lim
t→`

1

t E0

t

j ~r ,t!dt. ~2.22!

The y-averaged current density ^ jdc(x,z)&y

51/Ly *0
Lyjdc(x,y,z,t)dy, is shown in Fig. 4, superimposed

on anx–z cut of the Kohn–Sham potential energy surface.
~Note: the largest arrow length in each figure is constant and
hence arrow lengths in different figures should not be com-
pared.!

The dc conductance that is obtained from the TDLDA
calculations is simply the inversev50 impedance, calcu-
lated from Eq.~2.9!. In Table II we report the TDLDA result
and compare it with the simple Landauer-based approxima-
tion of Sec. II E. The observed discrepancy is expected, as
the latter calculation completely neglects the effect of the
bias potential. Within that approximation applying a bias po-
tential is problematic because it is not possible to determine
how well the dynamic response of the electrons will screen
it. This response is explicitly taken into account in the
TDLDA treatment.

The computed conductance for the C-system is in excel-
lent agreement with the calculation of Lang and
co-workers,43 who studied this system within a nonequilib-
rium Green’s function approach. The agreement is expected
since both methods take screening into proper account.

Close inspection reveals that the dc current density is
generally uniform in the channel at short times, decreasing
only near the steep walls. In the C-system, the dc current
enters the channel from the right, rapidly making a left turn
after entrance. This shows that the C-system has the desired
z–y and z–x coupling discussed in the previous section,
which facilitates the conduction. This effect is missing in the
R-system. The symmetry breaking is a result of the small
symmetry breaking in the potential which results from the
system being small.

C. Characteristics of the ac current

Subtracting the dc term from the total current densityj
leaves an oscillating current, several snapshots of which are
seen in Fig. 5 for the R-system. One prominent feature of the
current density fluctuations is the uniform flow in the mo-

FIG. 3. The electron density~solid lines! and Kohn–Sham potential~broken lines! in the R-system~left! and C-system~right!. The energy of the Fermi level
in each system is depicted as a dotted line.
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lecular channel at short times. Only in one of the frames the
flow exhibits significant nonuniformity. This is an indication
that the fluctuations of the current are caused by collective
oscillations.

The solid curve of Fig. 6 shows the calculated absorption
cross section of an isolated jellium slab. The spectrum exhib-
its strong plasma oscillations at 3.75, 5.1, and 5.6 eV. The
redshifts from the surface plasmon frequency of gold~at 6.4
eV! are due to the thin slabs used. In general, we find that the
thinner the slabs the lower the plasmon frequency.65 Also
shown in Fig. 6 is the electronic absorption spectrum of the
C6 molecule, which exhibits a strong absorption peak at 6
eV. The Fourier spectrum of the time-dependent current, pre-
sented in Fig. 7, can be readily interpreted in terms of the
absorption peaks of the device components of Fig. 6, al-
though the strong coupling of the molecule to the electrodes
gives rise to substantial broadening. This is especially evi-
dent for the C-system. The conclusion of this analysis is that,
although the ac current is not limited to ‘‘eigenenergies,’’ it
does have some peaks associated with the excitation energies
of the individual elements of the system.

D. The impedance of the molecular wire

The impedance of the J–C6– J system is described by
polar plots~Figs. 8 and 9!. At low frequencies, the real~ab-
sorptive! part of the impedance is an even function of the
frequency:19 Zr5R1g1v21O(v4), while the imaginary
~reactive! part is an odd function ofv: Zi5g2v1O(v3).
This leads to an analysis of the observed behavior in terms of
RLC circuitry,19 where a resistorR, capacitorC, and induc-
tor L have impedances ofR, ivL, and2 i /vC. The real part
of Z is indeed positive for all frequencies. In the R-system,
the lower frequency part of spectrum~up to about 2 eV! is
strictly negative, indicating ‘‘resistor–capacitor’’ type of be-
havior. At the high-frequency end of the spectrum~above 4
eV! the imaginary part is positive and a resistor–inductor
character sets in.

For any but very low frequencies the Taylor-type expan-
sion is not valid. Yet, we find the impedance of the R-system
still has a simple structure. It can be described as a combi-
nation of circular arcs in the complex plane

Z~v!5Za2re2 i (v2v0)t, ~2.23!

parametrized by the frequencyv. The center of the arc is at
Za and its radius isr . t is the rate at which the arc is trans-
versed andv0 controls its initial phase. Each arc is defined
for a certain frequency range. For example, we determined
using least-square fit the parameters for three arcs of the
R-system, as given in Table III.

The C-system too has the impedance composed of arcs.
Yet, at low frequencies it behaves quite differently from that

FIG. 4. The dc current density for a ramp pulse, superimposed on the Hartree potential. Arrow lengths are normalized separately in each plate.

TABLE II. The dc conductance of the R- and C-systems in the simple
Landauer and the TDLDA calculation.

Landauer TDLDA

g(C)/g0 0.38 1.30
g(R)/g0 0.02 0.12
g(C)/g(R) 19.00 10.80

3393J. Chem. Phys., Vol. 120, No. 7, 15 February 2004 Ab initio study of the ac impedance of a molecular junction

Downloaded 21 Feb 2004 to 132.64.1.37. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



of the R-system. In fact, the imaginary part of the impedance
is essentially always positive; thus, this system has a
resistor–inductor character.

IV. SUMMARY AND DISCUSSION

In this paper we presented a novel approach to calculat-
ing the electronic transport properties of molecular junctions.
We developed a method that in principle takes into account
important effects at zero bias, namely the accurate static den-
sity and dynamic response of the electronic system. In addi-
tion, we presented a novel Monte Carlo method for an effi-
cient application to Landauer-type conductance calculations.
We have also seen that useful insight into the conductance
mechanism of molecular devices can be gained by examina-
tion of the underlying Kohn–Sham potential. The latter re-
quire a relatively minor computational effort.

We examined two systems. The R- and C-systems both
show good barrierless coupling to the leads in their ground
state, calculated by LDA. Yet, the conductance in these sys-
tems was very different. In the C-system the conductance
was a factor of 20 larger than the R-system. This was ex-
plained as a result of a geometric effect: electrons need to be
able to accelerate in the vertical direction, in order to mount
the conducting channel. The KSPES of the C-system facili-
tates such acceleration while the R-system does not.

An additional striking difference between the two sys-
tems is their ac impedance, being of completely different
qualitative nature. The R-system exhibits capacitor-like be-
havior at low frequencies, similar to a capacitor and resistor
connected in parallel. At high frequency the R-system is
more like a resistor–inductor. The C-system exhibits
resistor–inductor characteristics throughout. The impedance

FIG. 5. Some snapshots of the current density for the R-system. The most
notable feature is the uniformity of the direction of flow, observed in the
short-time snapshots. In each snapshot, the length of the longest arrow is a
constant.

FIG. 6. The calculated photoabsorption cross section of a single jellium slab
and an isolated C6 molecule~both assumed in the singlet ground state!. In
both cases, the electric polarization is assumed along the long axis. In cal-
culating the cross sections, a phenomenological decay rate of 0.1 fs21 was
assumed.

FIG. 7. The spectrum of the current in the R- and C-systems. The spectrum
is very wide, but shows peaks at the absorption lines of its separate con-
stituents~compare with Fig. 6!.
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curve in the complex plane can be described by a series of
parametrized arcs. Each arc is highly circular in nature, with
a well-defined center and radius.

While the present calculation has made a step towards
understanding the intricacies of conductance in molecules,
there are still open questions for future research. One ques-
tion left unanswered is the degree of appropriateness of LDA
for studying molecular conductance. This is studied by per-
forming high-level calculations and comparing to high-
quality experimental data. There are causes for concern: the
theory may not be capable of correctly treating conductance
when it is controlled by a Coulomb blockade effect. Experi-
ments indicate that Coulomb blockade effects may be of car-
dinal importance.11 Nuclear motion and possibly other ‘‘in-
elastic’’ effects may also have an effect on the conductance66

and we have neglected it in this study. We have not used
optimized structures for this study, although we did make
separate optimizing calculation and found that the molecule
slightly dimerizes~a Peierls distortion sets in!. The effect of
this will be studied in a future publication.

In spite of these deficiencies, it is clear that TDDFT
provides an efficient and rigorous framework for calculating
both dc and ac conductance properties. Although, to our
knowledge, the ac properties of molecular junctions have not
been studied experimentally as yet, these properties are ex-
pected to become important in the future, as the interaction
of light and high-frequency fields with molecular devices is
implemented, as well as the interaction of several molecular
devices concurrently. It is expected that future applications
of TDDFT to molecular-scale conductance would trigger this
and other advances of the theory.
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