
Expeditious Stochastic Calculation of Multiexciton Generation Rates
in Semiconductor Nanocrystals
Roi Baer*,† and Eran Rabani*,‡

†Fritz Haber Center for Molecular Dynamics, Chaim Weizmann Institute of Chemistry, The Hebrew University of Jerusalem,
Jerusalem 91904 Israel
‡School of Chemistry, The Raymond and Beverly Sackler Faculty of Sciences, Tel Aviv University, Tel Aviv 69978 Israel

ABSTRACT: A stochastic method is developed to calculate the multiexciton
generation (MEG) rates in semiconductor nanocrystals (NCs). The numerical
effort scales near-linearly with system size allowing the study of MEG rates up to
diameters and exciton energies previously unattainable using atomistic
calculations. Illustrations are given for CdSe NCs of sizes and energies relevant
to current experimental setups, where direct methods require treatment of over
1011 states. The approach is not limited to the study of MEG and can be applied
to calculate other correlated electronic processes.
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The electronic, optical, and chemical properties of semi-
conductor nanocrystals (NCs) are dictated not only by

the composite materials but also by their size and geometric
shape.1,2 As a result, prediction and analysis of the interplay of
composition, size, shape, and surface effects can be achieved
only be detailed atomistic calculations.3−8 Many of the
interesting spectroscopic properties of NCs involve explicit
account of electron correlation, requiring consideration of not
only the exciton (electron−hole pair) states but also those of
multiexcitons (trions, biexcitons, etc.). An example, which
introduces further complication, is the estimation of multi-
exciton generation (MEG) rates following photon absorption
in NCs.9−23 This process involves creation of an electron−hole
pair excitation followed by the decay of the electron (or hole)
via Coulomb coupling to a trion, composed of two electrons
(or holes) and a hole (or electron).10,12,24 For experimentally
relevant NC sizes, the number of pertinent exciton states tops
millions per electronvolts and the number of trion states
exceeds 1010 per electronvolts and the number of Coulomb
coupling matrix elements is humongous. Clearly, a method for
MEG rate estimation, capable of approaching the exact solution
while circumventing the large computational bottleneck, is
essential for making progress in this field.
In this paper, we present a new stochastic approach for

calculating MEG rates that scales near-linearly with the size of
the system. We use the method to study the size dependence of
the rates in NCs, reaching diameters and exciton energies
previously unattainable by atomistic calculations but significant
to a wide range of experiments.24−40 As an example, we focus
on CdSe NCs with diameters up to 5 nm and electron (hole)

energies of 4Eg above (below) the conduction (valence) band
minimum (maximum), where Eg is the fundamental gap.
In our approach, the electronic structure of the NC is based

on a single-particle screened pseudopotential model41 with
orbitals ψrσ(r) and energies εrσ (where r = 1, 2,.. and σ = ↑,↓)
given by the Schrödinger equation

̂ ψ = ε ψσ σ σr rH ( ) ( )r r r (1)

where Ĥ = −[ℏ2/(2me)]∇2 + V(r) is the single electron
Hamiltonian, V(r) is the screened pseudopotential, me is the
electron mass, and ℏ is Planck’s constant. Numerically, we use a
real-space grid to support the orbitals and screened
pseudopotential and fast-Fourier transforms to implement
spatial derivatives.41 For simplicity, we henceforth drop the spin
index σ, assuming that the wave functions are spin independent.
In order to treat MEG based on the independent particle

model, we use a perturbative approach.7,14,43 The MEG rate can
be estimated from the rate of decay of an exciton Si

a, describing
a hole in state ψi(r) and an electron in state ψa(r), into all
possible biexcitons Bjk

cb (describing two holes in states ψj(r) and
ψk(r) and two electrons in states ψc(r) and ψb(r)). We use
indices i,j,k,l as occupied (hole) state indices, and a,b,c,d as
unoccupied (electron) states and r,s,t,u are general indices.
Within first order perturbation theory, this is given by rate of
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formation of all energetically relevant negative and positive
trions, Γia = Γi

+ + Γa
− 7,14
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These expressions include the effects of spin multiplicity and
exchange. In the above equations, the Coulomb matrix
elements are

∫ ∫= ′
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and ϵ is the dielectric constant of the NC (in the calculation
reported below we use ϵ = 5.5 for all NCs44).
Using the above formalism, the trion formation rates Γi

+ and
Γa
− can be calculated directly only if all relevant eigenstates

ψrσ(r) and eigenenergies εr are determined. Presently, this feat
can only be done for small NCs, of diameter below 4 nm.16 The
computational bottleneck is caused by the steep increase in the
density of states with particle size and photon energy; obtaining
all relevant eigenstates and calculating all matrix elements
becomes quickly prohibitive due to the huge requirement of
computer memory and CPU resources. In addition, one cannot
but feel silly in spending such a huge effort, producing each and
every one of these eigenstates, whereas not one has a special
standing by itself.
An alternative is to use a stochastic approach to sample the

initial electron (hole) and final negative (positive) trions
involved. The trion formation rate from an electron in state a or
a hole in state i can be written as
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are the density of negative and positive trions at energy ε,
respectively, and ⟨Wa

2⟩− and ⟨Wi
2⟩+ are the trion-weighted

average couplings, formally given by
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Equation 5 shows that trion formation rates depend equally on
the trion density of states and the relevant coupling elements.
We now discuss how the quantities ⟨Wa

2⟩−, ⟨Wi
2⟩−, ρT

−(ε), and
ρT
+(ε) can be computed using stochastic sampling. The

densities of trion states (DOTS) can be written as

∫
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Here, εF is the top of the valence band and Eg the fundamental
gap of the NC. The density of states at energy ε and the density
of excitons at energy Δε are given by

∑ρ ε = δ ε − ε( ) ( )
r

r
(9)

and
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respectively. Thus, ρT
−(ε) and ρT

+(ε), the densities of trion
states, depend only on the top of the valence band εF, the
fundamental gap Eg and the density of states ρ(ε).
In turn, the density of states ρ(ε) = tr(δ(ε − Ĥ)) can be

calculated as a limit of the Gaussian function

ρ ε =
πσσ→

− ̂ −ε σ⎜ ⎟⎛
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2
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0 2
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In the calculation of the DOS we use a small but finite σ = 0.3
eV. This causes a small broadening of the DOS, which actually
helps to converge the results numerically. Furthermore, various
physical effects, such as phonon coupling, have a net
broadening effect of this magnitude as well.7 The DOS can
be calculated using a stochastic trace formula as an average over
random states ξ45

̂ = ⟨⟨ξ| ̂ |ξ⟩⟩ε ε ξtr f H f H( ( )) ( ) (12)

where fε(Ĥ) = e−((Ĥ − ε)2)/(2σ2), and ξ(r) takes a random value of
1/(ΔV)1/2 or −(1/(ΔV))1/2 and ΔV is the volume element of
the grid. The exponential of the function is performed using
Newton interpolation polynomials of order Nc

46

∑̂ |ξ⟩ ≈ ε ̂ |ξ⟩ε
=

f H a R H( ) ( ) ( )s
j

N

j j s
0

c

(13)

Nano Letters Letter

dx.doi.org/10.1021/nl300452c | Nano Lett. 2012, 12, 2123−21282124



where

∏̂ |ξ⟩ = ̂ − |ξ⟩
=

−
R H H h( ) ( )j s

k

j

s k
0

1

(14)

and

ε =

ε =
−
−

ε =
−

ε

ε ε

>
ε −

a f h

a
f h f h

h h

a
f h P h

R h

( ) ( )

( )
( ) ( )

( )
( ) ( )

( )j
j j j

j j

0 0

1
1 0

1 0

1
1

(15)

In the above equations, hk are the support points taken to be
the zeros of the Nc + 1 Chebyshev polynomial.46 This choice
defines the sampling points to lie within the interval [−2:2] and
Ĥs is a shifted and rescaled Ĥ having its spectrum of eigenvalues
lying in this interval as well.46 The length of our Newton
polynomial is Nc = 7.7ΔE/σ where ΔE is the energy range of
the Hamiltonian.47 For ρ(ε) we used Nc = 8192. Obviously,
most of the computational effort goes into the repeated
evaluation of Rj(Ĥ)|ξ⟩. Critically, since in eq 13 only the
coefficients aj depend on ε, it is possible to use the same
Rj(Ĥ)|ξ⟩ with different expansion coefficients aj(ε) to evaluate
the fε(Ĥ) at many desired values of ε. This speeds up the
calculation by an order of magnitude or two (limited only by
the computer memory). In the calculation we obtain the DOS
at all desired energies from a single interpolation starting from
ξ, and averaging over 500 initial ξs. The statistical error drops
quite rapidly and already after 10 ξs a reasonable, estimate of
the DOS emerges.
The upper panel of Figure 1 shows the DOS ρ(ε) as function

of energy for several CdSe NCs of varying sizes calculated by
the stochastic trace formula (eq 12). The hole states below the
Fermi level are lumped into two narrow bands, consistent with
the larger effective mass holes have in bulk CdSe. The density
of electron states is structured near the band edge rapidly
growing into a dense broad continuum, ever denser as energy
grows. This DOS grows as D2 at a scaled energy ε/Eg and as D

3

at absolute energy ε, where D is the diameter of the NC.
The density of excitons ρX(Δε) calculated from eq 10 is

shown for these systems in the lower panel of Figure 1. This
calculation requires knowledge, not only of ρ(ε) but also of εF
and Eg. These latter quantities were obtained by applying
similar Gaussian function filters with target energies ε
positioned near the top (bottom) of the bulk valence
(conduction) band. The length of the polynomial for this
calculation was Nc = 16384. The results for Eg and εF are
summarized in Table 1. ρX(Δε) rises rapidly for exciton
energies above Eg and plateaus beyond ∼4Eg. This is caused by
the gap in the DOS of the holes. For smaller NCs and low
exciton energies we also calculated ρX using the eigenvalues of
the Hamiltonian obtained by the filter-diagonalization
method,47,48 and the two methods yield very similar results.
For energies above ∼3Eg the filter-diagonalization under-
estimates the density of excitons because at these energies the
method fails to locate all eigenenergies due to the high DOS.
In Figure 2 we plot the DOTS ρT

± calculated from the
convolutions given by eqs 8 and 10. Positive and negative
energies show ρT

−(εF + Eg + ε) and ρT
+(εF − ε), respectively.

Both are plotted from the edge of the corresponding bands. For

the two smallest NCs the results are compared to those based
on eigenenergies, showing good agreement, except at very low
energies where the discrete nature of the DOTS is smeared by
the finite σ broadening (eq 11). The DOTS grows
approximately as D6 at a scaled energy ε/Eg, resulting from
the quadratic scaling of the DOS with D discussed above.
Furthermore, the DOTS first grows and then levels out as the
energy deviates from the band edge, the latter effect is due to
the high-energy plateau of ρX (see Figure 1). We also find that
ρT
−(εF + Eg + ε) < ρT

+(εF − ε) consistent with previous
calculations for smaller NCs.16

Calculation of the positive and negative trion formation rates
requires, in addition to the DOTS, the calculation of ⟨Wi

2⟩+ and
⟨Wa

2⟩− given by eq 7. The structure of these equations suggests
the use of a stochastic sampling procedure. For the negative
trions at energy εa > εF + 2Eg the following procedure was used

Figure 1. (Top) The DOS ρ(ε) as a function of scaled energy Δε/Eg
for four CdSe NCs of varying sizes. Zero is taken at the Fermi energy
of each NC. (Bottom) The density of excitons ρX(Δε). The lines
depict the result from the convolution of the DOS given by eq 10 and
the dots are results obtained from the eigenenergies.

Table 1. The Diameter D, Fermi Energy εF, and
Fundamental Gap Eg for the NCs in This Study

D (nm) εF (eV) Eg (eV)

Cd151Se147 2.6 −6.4 2.7
Cd232Se251 3.0 −6.3 2.6
Cd585Se575 4.1 −6.3 2.3
Cd1105Se1104 5.0 −6.3 2.2
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to randomly select a trion that satisfies the resonance condition
εb + εc − εj = εa:

(1) Select a random energy εc ∈ [εF + Eg,εa − Eg]
(2) Select a random energy εj ∈ [εF − (εa − εc − Eg),εF] =

[εF + Eg + εc − εa,εF]
(3) Set: εb = εa − (εc − εj)

For each of the energies εb, εc, εj, and εa we apply a Gaussian
filter to a random ψ, thus obtaining four near-eigenstates from
which Wa;cbj

2 can be calculated (eq 3). Repeating this procedure
and averaging over the Wa;cbj

2 gives the estimate of ⟨Wa
2⟩− in eq

7.
A similar procedure applies for the positive trions with the

following selection procedure εi < εF − Eg such that εj + εk − εb
= εi
(1) Select a random energy εk ∈ [εi + Eg,εF]
(2) Select a random energy εb ∈[εF + Eg,εF + εk − εi]
(3) Set: εj = εi + (εk − εb)

Again, for each of the energies εj, εk, εb, and εi apply a
Gaussian filter to a random ψ, thus obtaining four near-
eigenstates from which Wi;jkb

2 can be calculated (eq 3).
Repeating this procedure and averaging over the Wi;jkb

2 gives
the estimate of ⟨Wi

2⟩+ in eq 7.
The Gaussian filter is applied using the Newton interpolation

procedure described above with Nc = 8192. To further reduce
the computational effort, many states can be computed
simultaneously with the same interpolation polynomial with
different expansion coefficients as discussed above. Thus, we
selected 10 negative and 10 positive trions before applying a
single Newton expansion. We repeat this procedure 500 times
to converge the average values of ⟨Wa,i

2 ⟩−,+ to within a small
statistical error. However, qualitative results are obtained
already after approximately 20 MC iterations.
In Figure 3, we plot the rates of positive and negative trion

formation for several CdSe nanocrystals up to diameter of 5 nm
and up to energies of 4Eg above the conduction band minimum
and 3Eg below the valence band maximum. For the largest
system, a similar calculation using a direct approach with all
eigenstates requires approximately 105 states represented on
grid of 128 × 128 × 128. This is currently beyond conventional
computational resources (even on a supercomputer), while the

present stochastic sampling method accomplishes this task
utilizing a single core i7 processor with 4GB memory only.
The results for the negative trion formation rates indicate

that smaller NCs have larger rates at a given scaled energy,
consistent with our previous studies at a lower energy range.
The positive trion rates also show a similar trend, though the
results are much noisier.49 An exception to this rule is the
positive trion rates for Cd232Se251, which fall below the results
for the other NCs due to differences in the valence band DOS
resulting from the larger asymmetry in the NC composition.
For the energy range shown we find that the trion formation

rates scale as D−2 for a given scaled energy, indicating that even
the largest NC is far from the bulk limit. At a given absolute
energy the rates scale as D, signifying the difference in behavior
when the energy axis is scaled by the band gap energy, as
discuss in the literature. The inset of Figure 3 shows a
comparison of the stochastic sampling method with a
calculation using all eigenstates for the NC of diameter ∼3
nm at energies below 2Eg. The agreement between the
stochastic method and the exact result is very good, albeit the
former estimates appear to be a low bound. This behavior is
currently not completely understood.
In Figure 4, we plot (⟨Wa

2⟩−)
1/2 for the different NCs

calculated using the stochastic sampling procedure. We find
that (⟨Wa

2⟩−)
1/2 displays an overall decay for all NCs as the

energy increases. Furthermore, the magnitude of the coupling
decreases with the NC diameter, approximately as D−4. This is
different in comparison with our previous study, where the
scaling of (⟨Wa

2⟩−)
1/2 was estimated to close to D−3. The

differences are traced to the smaller NCs studied at a limited
energy range near Eg. The overall scaling behavior of the
different factors entering Fermi’s golden rule are summarized in
Table 2.
In summary, we have presented a computational method for

studying MEG rates in large nanocrystals based on stochastic
sampling techniques scaling near-linearly with system size.
Using it we were able to determine size and energy dependence

Figure 2. The DOTS in units of the gap Eg for the different NCs based
on eqs 8 and 10. Positive and negative energies correspond to density
of negative trions ρT

−(εF + Eg + ε) measured from the bottom of the
conduction band and positive trions ρT

+(εF − ε) measured from the
top of the valence band, respectively. Symbols (black and red) are
results obtained from nonstochastic (eigenenergy) calculations. The
horizontal lines depict the energy range of the calculations in refs 7
and 16.

Figure 3. Positive and negative trion formation rates from the
stochastic sampling method for several CdSe NCs up to 5 nm in
diameter. The positive rates are shown at negative energies measured
from the top of the valence band. The negative rates are shown at
positive energies measured from the bottom of the conduction band.
Inset: Comparison of the negative trion formation rates for Cd232Se251
obtained from the TRMC and the direct approach of ref 2.
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of MEG rates for CdSe NCs inaccessible before. The method is
not limited to these sizes/energies and can be used for even
larger systems and various nanoparticle shapes and materials
compositions. More importantly, the principles of our approach
can be used for developing new electron-correlation methods
applicable for other types of rate processes in large systems.
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Table 2. Scaling of ⟨Wa
2⟩−, ρT

−, and Γa
− at Energies between

Eg and 4Eg

⟨Wa
2⟩− ρT

− Γa
−

scaled energy (ε/Eg) D−8 D−6 D−2

absolute energy (ε) D−8 D−9 D
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future applications, this can be improved by sampling trion states that
are weighted by the DOS.
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