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In exact density functional theory, the total ground-state energy is a series of linear segments between integer electron points, a condition known as “piecewise-linearity.” Deviation from this condition is indicative of poor predictive capabilities for electronic structure, in particular of ionization energies, fundamental gaps, and charge transfer. In this article, we take a new look at the deviation from linearity (i.e., curvature) in the solid-state limit by considering two different ways of approaching it: a large finite system of increasing size and a crystal represented by an increasingly large reference cell with periodic boundary conditions. We show that the curvature approaches vanishing values in both limits, even for functionals which yield poor predictions of electronic structure, and therefore cannot be used as a diagnostic or constructive tool in solids. We find that the approach towards zero curvature is different in each of the two limits, owing to the presence of a compensating background charge in the periodic case. Based on these findings, we present a new criterion for functional construction and evaluation, derived from the size-dependence of the curvature, along with a practical method for evaluating this criterion. For large finite systems, we further show that the curvature is dominated by the self-interaction of the highest occupied eigenstate. These findings are illustrated by computational studies of various solids, semiconductor nanocrystals, and long alkane chains. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4905236]

I. INTRODUCTION

Kohn-Sham (KS) density functional theory (DFT)1,2 is a widely used first-principles approach to the many-electron problem. It is based on mapping the system of $N$ interacting electrons into a unique non-interacting system with the same ground state electron density.3-4 In the non-interacting system, the density is determined by $n(r) = \sum_i f_i |\psi_i(r)|^2$, where $\psi_i(r)$ ($i = 1, 2, \ldots$) are normalized single particle eigenstates and $f_i$ are the corresponding occupation numbers. The eigenstates are determined from the KS equations

$$\hat{H}\psi_i = \epsilon_i |\psi_i|,$$

(1)

where $\epsilon_i$ are the (monotonically increasing) KS eigenvalues (see Ref. 5) and

$$\hat{H} = -\frac{1}{2} \nabla^2 + v_H(r) + v_{XC}(r) + v_{\text{ext}}(r)$$

(2)

is the KS Hamiltonian (atomic units are used throughout). In Eq. (2), $v_H(r)$ is the Hartree potential, $v_{XC}(r)$ is the exchange-correlation (XC) potential, and $v_{\text{ext}}(r)$ is the external potential operating on the electrons in the interacting system. While DFT, in general, and the KS equation, in particular, are exact in principle, the XC potential functional is always approximated in practice and thus defines the level of theory applied.

The exact XC energy functional, $E_{XC}[n]$, from which the XC potential is derived via the relation $v_{XC}(r) = \delta E_{XC}[n]/\delta n(r)$, is known to satisfy a number of constraints (e.g., Ref. 6). One constraint, on which we focus here, is the piecewise-linearity property.7 Perdew et al.7 have argued that the ensemble ground-state energy $E(N)$ as a function of electron number, $N$, where $N_0 - 1 \leq N \leq N_0$, must be a series of linear segments between the integer electron points $N_0$. Within the KS formalism, this requirement translates directly into a condition on the XC energy functional, $E_{XC}[n]$. An important manifestation of piecewise-linearity is the relation between the highest occupied eigenvalue, $\epsilon_H$, and the ionization potential, $I(N_0) = E(N_0) - E(N_0 - 1)$. These considerations have been originally developed for finite systems; infinite systems are discussed in detail below. For the exact functional, piecewise-linearity dictates that $I = -dE/dN$. In addition, Janak’s theorem8 states that for any (exact or approximate) XC functional, the highest occupied eigenvalue obeys

$$\epsilon_H = \frac{dE_{KS}}{df_H},$$

(3)

where $E_{KS}$ is the KS estimate for the energy of the interacting system. For any change in electron number $N$, the same change occurs in $f_H$, the occupation number of the highest
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occupied eigenstate of the non-interacting system. Thus, we find the result $I = -\varepsilon_H$ for a KS theory which uses the exact XC functional (i.e., for which $E_{KS} = E$). This exact condition, known as the ionization potential theorem,\textsuperscript{7,9–11} can be conveniently restated in terms of the energy curvature, $C$, defined as the second derivative of the total energy functional with respect to the fractional electron number,

$$C = \frac{d^2E}{dN^2} = \frac{d^2E_{KS}}{df^2} = \frac{d\varepsilon_H}{df_H},$$

(4)

where Janak’s theorem has been used in the third equality. Fulfillment of piecewise-linearity implies that $C = 0$, i.e., the curvature is zero.

Despite the importance of piecewise-linearity, it has long been known that standard application of commonly used functional classes, such as the local density approximation (LDA), the generalized gradient approximation (GGA), or conventional hybrid functionals with a fixed fraction of Fock exchange (e.g., Ref. 12), grossly disobeys this condition. In practice, a substantial, non-zero curvature is observed. The $E_{KS}(1\,H)$ curve is typically strongly convex (see, e.g., Refs. 13–22) and, correspondingly, $-\varepsilon_H$ can underestimat $I$ by as much as a factor of two.\textsuperscript{23,24}

The lack of piecewise-linearity in approximate functionals further affects the prediction of the fundamental gap, $E_g$, defined as the difference between the minimum energy needed for electron removal and the maximum energy gained by electron addition. Even with the exact functional, the KS eigenvalue gap, $\varepsilon_L - \varepsilon_H$ (where $\varepsilon_L$ is the energy of the lowest unoccupied eigenstate), need not equal $E_g$.\textsuperscript{25,26} Instead,

$$E_g = \varepsilon_L - \varepsilon_H + \Delta_{XC},$$

(5)

where $\Delta_{XC}$ is the derivative discontinuity\textsuperscript{7,22,27–29} — a spatially-constant “jump” in the XC potential as the integer number of particles is crossed. This discontinuity itself is a consequence of piecewise linearity: The discontinuous change of slope in the energy as a function of electron number must also be reflected in the energy computed from the KS system. Some of it is contained in the kinetic energy of the non-interacting electrons, but the rest must come from a discontinuity in the XC potential.\textsuperscript{7} Note that within the generalized KS (GKS) scheme (see Ref. 30), part of the discontinuity in the energy may also arise from a non-multiplicative (e.g., Fock) operator.\textsuperscript{31–33}

Therefore, the derivative discontinuity in the XC potential may be mitigated and in some cases even eliminated.\textsuperscript{33–36}

For any approximate (G)KS scheme, $E_g$ can be expressed as\textsuperscript{37}

$$E_g = \varepsilon_L - \varepsilon_H + \frac{1}{2}(C^\text{hole} + C^\text{elec}) + \Delta_{XC},$$

(6)

where $C^\text{hole}$ and $C^\text{elec}$ are the curvatures associated with electron removal and addition, respectively. The curvatures act as “doppelpgänger” for the missing derivative discontinuity; whereas in the exact functional all curvatures are zero and the difference between $E_g$ and the eigenvalue gap is given solely by $\Delta_{XC}$, for standard approximate (semi-)local (LDA and GGA) or hybrid functionals, employed in the absence of ensemble corrections, $\Delta_{XC}$ is zero and the addition of the average curvature compensates quantitatively for the missing derivative discontinuity term.\textsuperscript{37} In the most general case, both a remaining curvature and a remaining derivative discontinuity will contribute to the difference between $E_g$ and $\varepsilon_L - \varepsilon_H$.

For small finite systems, the criterion of piecewise linearity (i.e., zero curvature) has been employed to markedly improve the connection between eigenvalues and ionization potentials or fundamental gaps, and often also additional properties, in at least four distinct ways: (i) In the imposition of various corrections on existing underlying exchange-correlation functionals;\textsuperscript{37–42} (ii) in first-principles ensemble generalization of existing functional forms;\textsuperscript{43,44} (iii) in the construction and evaluation of novel exchange-correlation functionals;\textsuperscript{45,46} and (iv) in non-empirical tuning of parameters within hybrid functionals,\textsuperscript{47,48} especially range-separated ones.\textsuperscript{35,36,49,50}

Unfortunately, this remarkable success of the piecewise-linearity criterion does not easily transfer to large systems possessing delocalized orbitals. For example, for a LDA treatment of hydrogen-passivated silicon nanocrystals (NCs), the fundamental gap computed from total energy differences approaches the KS eigenvalue gap with increasing NC size.\textsuperscript{51,52}

The same conclusion was drawn from GGA studies of electron and hole addition to an increasingly large periodic cell of ZnO.\textsuperscript{53} As mentioned above, for LDA, $\Delta_{XC} = 0$. Taken together with Eq. (6), this implies that as system size grows, the average curvature becomes vanishingly small and piecewise linearity is approached.\textsuperscript{16} Despite this, the ionization potential obtained this way does not agree with experiment.\textsuperscript{54}

This limitation is intimately related to the vanishing ensemble correction to the band gap of periodic solids,\textsuperscript{44} and even to the failure of time-dependent DFT for extended systems.\textsuperscript{35,50} This is a disappointing state of affairs because the zero curvature condition that has been used so successfully for small finite systems, both diagnostically and constructively, appears to be of little value for extended systems, even though the problem it is supposed to diagnose is still there.

In this article, we take a fresh look at this problem by considering the evolution of curvature with system size. We approach the bulk limit in two different ways: (i) Calculations for an increasingly large but finite system (namely, nanocrystals and molecular chains). (ii) Calculations for a crystal represented by an increasingly large reference cell with periodic boundary conditions. We show that in both cases, the curvature approaches zero; however, it does not do so in the same fashion due to the presence of a compensating background charge in the periodic system. Based on these findings, we present a new criterion for functional construction and assessment derived from the size-dependence of the curvature, along with a practical method for evaluating this criterion. We further show that the curvature for large finite systems is dominated by the self-interaction of the highest occupied eigenstate. These findings are illustrated by computational studies of semiconductor NCs and long alkane chains.

II. ENERGY CURVATURE IN LARGE FINITE SYSTEMS

A. General considerations

We first examine finite systems, in which, as noted above, curvature effects have been already studied extensively. As a
first step in our general theoretical considerations, we express the curvature of a finite system as the rate of change in the energy of the highest-occupied KS-eigenstate as an electronic charge \( q \) is removed or added to the system (see Ref. 57)

\[
C = \frac{dE_H}{dq} = \left[ \psi \frac{dH}{d\psi} \right]_{\psi_H}.
\]  

(7)

The first equality is a restatement of Eq. (4), combined with the fact that the removed (added) charge is taken from (inserted into) the highest occupied eigenstate \( \psi_H \), (see Ref. 58) while the second is due to the Hellmann-Feynman theorem.\(^{59,60} \) As the derivative in Eq. (7) is applied only to the terms of the Hamiltonian \( \hat{H} \) that are functionals of the density, \( n(r) \), we can write the curvature as\(^{61} \)

\[
C = \int n_H(r) \left\{ \frac{1}{|r-r'|} + f_{XC}(r,r') \right\} \frac{dn(r)}{d\psi} d^3r' d^3r, \tag{8}
\]

where \( f_{XC}(r,r') = \delta^3 E_{XC}[\rho]/\delta n(r) \delta n(r') \) is the exchange-correlation kernel and \( n_i(r) = |\psi_i(r)|^2 \) is the density of the \( i \)th KS eigenstate. Using the fact that the electron density is given by \( n(r) = \sum_i f_i n_i(r) \), it follows that

\[
\frac{dn(r)}{d\psi} = n_H(r) + n_{relax}(r), \tag{9}
\]

where the first term on the right hand side is the density of the highest occupied KS eigenstate and the second term, \( n_{relax}(r) \equiv \sum_i f_i (dn_i(r)/d\psi) \), describes the eigenstate density relaxation upon charge removal/addition. The curvature can therefore be expressed as

\[
C = \int \int \frac{n_H(r) n_H(r')}{|r-r'|} d^3r' d^3r + \int \int \frac{n_h(r) n_{relax}(r')}{|r-r'|} d^3r' d^3r + C_{XC}. \tag{10}
\]

The first term in Eq. (10) is twice the electrostatic interaction energy of \( n_H(r) \) with itself; the second term is twice the electrostatic interaction energy between \( n_H(r) \) and the relaxation density, \( n_{relax}(r) \); the last term,

\[
C_{XC} = \int \int n_H(r) [n_H(r') + n_{relax}(r')] f_{XC}(r,r') d^3r' d^3r, \tag{11}
\]

is the contribution of the exchange-correlation kernel to the curvature. As discussed in the Introduction, for the exact exchange-correlation functional, the curvature is identically zero and therefore the two electrostatic (Hartree) terms must be canceled out by the exchange-correlation kernel term.

In the LDA, the approximate exchange-correlation kernel is of the form:\(^{62} \)

\[
\tilde{C} = \frac{\tilde{D} - E_{H\Omega}}{\Omega^{1/3}} \Omega + \frac{\tilde{f}_{XC}(n)}{\Omega}, \tag{13}
\]

where we have used the fact that for a given uniform density, \( n = N_e/\Omega \), the LDA XC kernel is constant. Note that the bar over \( C \) and \( D \) is used to denote quantities relating to a uniform electron density. The first term in Eq. (13) is twice the electrostatic self-interaction energy of a unit charge, which is characterized by a volume-independent shape factor \( \tilde{D} = 1/2 \int [|\rho(r)|^2/|\rho(r')|^2] d^3r \). Analytical integration yields \( \tilde{D} = 0.44^6 E_{H\Omega} \approx 52.6 eV a_0 \) for a sphere, where \( E_H \) and \( a_0 \) are the atomic Hartree and Bohr units for energy and length, respectively. For a cube and a parallelepiped of the shape of a diamond primitive cell, numerical integration yields \( \tilde{D} \approx 51.2 eV a_0 \) and \( 49.0 eV a_0 \), respectively, with the former value in agreement with electrostatic energy calculations reported in Ref. 63.

Note that expressions containing powers of \( \Omega \) and \( \Omega^{-1/3} \), as in Eq. (13), are often encountered also in the theory for computation of charged defects within periodic unit cells,\(^{53,64–67} \) and in both cases, they are of electrostatic origin. However, here, we analyze the removal or addition of fractional charge that is delocalized across a finite system, whereas the other analysis studied the removal or addition of an integer charge that is localized on a defect within a periodic system.\(^{53,67} \)

Clearly, the curvature of this uniform-electron-gas based example decays to zero as the system size increases. Specifically, in the limit of an infinitely large uniform electron gas limit, where LDA is an exact result, the exact DFT condition of zero curvature is indeed obeyed. However, for a uniform electron gas confined to a finite volume, LDA predicts non-zero curvature as it is not an exact functional for these systems.\(^{58} \)

In Eq. (13), the curvature for large systems is dominated by the \( \tilde{D} \Omega^{-1/3} \) term, which arises from the electrostatic self-interaction of the highest occupied eigenstate. It stands to reason that such a term, with a general prefactor \( D \), can be expected not just for this idealized system but also for realistic large but finite systems for which LDA is a reasonable approximation.

To test this hypothesis, we focused on the elemental group IV solids—diamond, silicon, and germanium—for which LDA is well-proven to be a good approximation for ground-state properties\(^{69,70} \) and for which the electronic states are sufficiently delocalized to compare to analytical arguments relying
on the uniform electron gas. For each solid, we constructed a set of increasingly large nanocrystals in two stages. First, we replicated the primitive unit cell of the bulk crystal an equal number of times in each of the lattice vector directions, using the experimental lattice constant. Second, we removed unbound atoms and passivated any remaining dangling bonds with hydrogen atoms. In this way, hydrogen-passivated NCs containing up to 325 Si, C, or Ge atoms, as well as a passivation layer containing up to 300 H atoms, were formed. For each of the NCs constructed this way, we calculated the LDA energy curvature for both charge removal and charge addition. All calculations were performed using NWChem$^{71}$ with the cc-PVDZ basis set for the smaller NCs and the STO-3G basis set for the larger NCs. The curvature was estimated by a finite difference approximation to Eq. (4), $C = \Delta E_H/\Delta f_H$, where we calculated $\Delta E_H$ for the neutral system and for systems where an incremental small fractional charge was removed from, or added to, the entire system.

The resulting curvature for each of the systems studied is shown in Fig. 1, as a function of $\Omega^{-1/3}$. Clearly, in the limit of large system volume, $\Omega$, all three compounds exhibit the limiting form expected, i.e., a curvature given by $C = D\Omega^{-1/3}$, for both electron removal and addition. Furthermore, by fitting our results for NCs with edges larger than $14a_0$ to the expected dependence, we obtained $D \approx 43.5$ eV$a_0$ for all three materials. This “universal value” is reasonable in light of the fact that the highest occupied eigenstate for all three materials has a similar spatial distribution, making the Hartree self-interaction contribution similar. Moreover, it deviates from the ideal uniform-electron-gas parallelepiped by only $\sim 20\%$, a difference that can be attributed to the non-uniform structure of the highest occupied eigenstate obtained within LDA (see Eq. (10) above). For smaller nanocrystals, the term scaling as $\Omega^{-1}$ is non-negligible and therefore the curvature departs from the ideal $\Omega^{-1/3}$ behavior, as observed in Fig. 1. Therefore, we conclude that the curvature expression given by the right-hand side of Eq. (13), derived for the uniform electron gas, is indeed applicable also for realistic systems possessing delocalized electronic states and that the self-repulsion term dominates the curvature as the system grows.

Interestingly, further support for the limiting $D\Omega^{-1/3}$ dependence of the curvature is obtained from the results of past LDA-based studies of the quantum size effect in spherical silicon$^{51}$ and germanium$^{72}$ nanocrystals. In these studies, the fundamental gap, computed from total energy differences of the anionic, neutral, and cationic system, was compared to the KS eigenvalue gap. The difference was observed$^{51,52,72}$ to scale as $\sim \Omega^{-1/3}$. This observation is easily explained within our theory as a direct consequence of the non-zero curvature.$^{37}$ Eq. (6) shows that for (semi-)local functionals (without an explicit derivative discontinuity), the difference between the fundamental and the KS eigenvalue gap is in fact equal to the average curvature for electron addition and removal and must exhibit the same trends as a consequence. This conclusion is further supported by the value of $D = 39.5$ eV$a_0$ and $D = 41.1$ eV$a_0$, deduced for the spherical silicon and germanium NCs, respectively, from the data of Refs. 51 and 72. These values are indeed very close to the value of $D = 43.5$ eV$a_0$ which we obtained above from explicit curvature calculations for the diamond-structured NCs. Note that the change in shape does not cause a significant difference in the value of $D$, consistent with our uniform electron gas calculations.

C. Energy curvature in large finite one-dimensional systems

The above-demonstrated dominance of the electrostatic term in the size-dependence of the curvature suggests that it must be strongly influenced by dimensionality. To test this, we again consider twice the Hartree energy as given in Eq. (10), evaluated for a unit-charge uniform electron gas, confined to a cylinder of length $L$ and radius $d$ such that $L \gg d$, as an approximation for the curvature of a long but finite one-dimensional system. This energy can be computed analytically$^{73}$ to obtain

$$C \approx \frac{2}{L} \ln \left( 2e^{-3/4} \frac{L}{d} \right), \quad L \gg d. \quad (14)$$

This indicates that, as in the three-dimensional case, the curvature vanishes as the system grows arbitrarily long—an observation also consistent with the results of Mori-Sanchez et al.$^{16}$ for hydrogen chains. However, the curvature does not decay as $L^{-1}$, as perhaps could be naively expected, but rather as $L^{-1} \ln \left( 2e^{-3/4} \frac{L}{d} \right)$. The relaxation and exchange-correlation terms are expected to scale as $L^{-1}$. However, they do not significantly affect the curvature when $L > 50a_0$, as for very large $L$ the logarithmic term dominates the $L^{-1}$ term.

To test whether this prediction carries over to realistic one-dimensional systems, we considered alkane chains of increasing length, $L$, whose width $d$ is fixed by definition (see inset of Fig. 2). These alkane chains provide a useful model of a quasi-one-dimensional system that is well-described by LDA.$^{74}$

![FIG. 1. Curvature, C, obtained within the local density approximation for electron removal (solid symbols) or addition (hollow symbols) for diamond (blue circles), silicon (black squares), and germanium (red triangles) nanocrystals, as a function of $\Omega^{-1/3}$, where $\Omega$ is the nanocrystal volume. The dotted line represents a least-squares fit to the asymptotic dependence. The solid line represents the asymptotic dependence expected from Eq. (13) for a uniform electron gas of the same size and shape as the nanocrystals.](image-url)
investigated chains containing up to 240 C atoms and again used NWChem\textsuperscript{71} with the cc-PVDZ and the STO-3G basis sets. The computed curvature for electron removal is shown in Fig. 2, as a function of $a_0/L$, and compared with the prediction of Eq. (14). Clearly, for large $L$, the curvature is once again very well approximated by the electrostatic self-interaction of a uniformly smeared unit charge.

III. ENERGY CURVATURE IN PERIODIC SYSTEMS

A. General considerations

In solid-state physics, it is a common practice to employ periodic boundary conditions for the description of crystalline solids.\textsuperscript{75} To understand the bulk limit of curvature calculations in such a scenario, we consider a reference cell of total volume $\Omega_{RC}$, containing $N$ repeating unit cells (with unit cell volume $\Omega_{UC}$), using Born-von Karman periodic boundary conditions.\textsuperscript{75} In other words, the reference cell is treated as a finite but topologically periodic system.\textsuperscript{64,68} In such a system, the infinite bulk limit is approached with increasing size of the reference cell (see Ref. 76).

To compute the curvature, we remove (or add) an electronic charge $Q_{RC}$ from (or to) the reference cell. We focus mostly on electron removal for simplicity. Owing to the periodic boundary conditions, electron removal from the reference cell implies removal of the same charge from each of its periodic images. As there are an infinite number of repeated reference cells, the removed electronic charge is effectively infinite, leading to divergences in the Coulomb potential. Therefore, a uniform compensating negative charge, of density $Q_{RC}/\Omega_{RC}$, is introduced to the reference cell. This keeps the infinite periodic crystal neutral and avoids the divergent behavior.\textsuperscript{77,78}

As before, the curvature $C_{RC}$, defined with respect to the reference cell, is computed as the rate of change of the highest occupied KS-eigenvalue with respect to removed charge, $C_{RC} = d\varepsilon_H/dQ_{RC}$. By construction (and assuming no symmetry breaking), the hole formed by charge removal exhibits a periodic structure commensurate with the repeating unit-cell and therefore $Q_{RC} = NQ_{UC}$, where $Q_{UC}$ is the charge removed from each of the $N$ unit cells that comprise the reference cell. In the limit of large $N$, $\varepsilon_H$ is expected to become independent of the size of the reference cell, i.e., of $N$. Therefore,

$$C_{RC} = \frac{d\varepsilon_H}{dQ_{RC}} = \frac{1}{N} \frac{d\varepsilon_H}{dQ_{UC}} = \frac{C_{UC}}{N}, \quad (15)$$

where $C_{UC} = d\varepsilon_H/dQ_{UC}$ is the “unit-cell curvature,” which in the limit of large $N$ is independent of the reference cell size (see Ref. 79).

Clearly, the curvature $C_{RC}$ for the infinite crystal does depend on the reference cell size. As the reference cell grows ($N \to \infty$, $\Omega_{RC} \to \infty$), we find $C_{RC} \to 0$ for any underlying functional. This result should be contrasted with the exact DFT condition of piecewise linearity, where the curvature given by Eq. (15) should be strictly zero for any reference cell size and not just in the infinite cell limit. In other words, as for the NCs, in the infinite system limit piecewise-linearity is obtained irrespective of the underlying XC functional and therefore does not provide useful information for functional construction or evaluation. However, in the exact theory, we also expect $C_{UC} = 0$. Therefore, a non-vanishing unit-cell curvature, $C_{UC}$, represents a measure of the spurious XC functional behavior even in periodic infinite solids and may prove useful in future analysis.

B. LDA calculations of topologically periodic reference cells

To examine the considerations and conclusions of Sec. III A, we performed LDA calculations for increasingly large periodic reference cells of selected semiconductors and insulators, using the LDA-optimized lattice vectors of a neutral unit cell. (We performed non-spin-polarized calculations using norm-conserving pseudopotentials within the QuantumESPRESSO\textsuperscript{84} and ABINIT\textsuperscript{85,86} packages, which use a plane wave basis with periodic boundary conditions. All results were converged for plane-wave kinetic energy cut-off.)

As mentioned above, the reference cell is considered to be finite but topologically periodic. Therefore, all calculations are carried out using only a single $k$-point at $\Gamma$. This makes curvature calculations straightforward both conceptually and practically, as charge is removed from the highest occupied KS eigenstate as in the finite-system calculations above. The energy derivatives needed for the evaluation of the curvature (Eq. (15)) were calculated using finite differences of the highest occupied energy eigenvalue, $\varepsilon_H$, for the neutral and incrementally charged reference cell.

The results of such calculations for increasingly large reference cells of diamond and silicon are summarized in Fig. 3 (see Ref. 80). As shown in the top panel of Fig. 3, the reference cell curvature indeed decreases monotonically and vanishes in the large $N$ limit, in agreement with the above theoretical considerations. At the same time, the bottom panel of Fig. 3 shows that the unit cell curvature is not zero and for large
$N$ approaches a constant, material-dependent value, such that Eq. (15) is obeyed.

C. Finite versus periodic cell: A seeming paradox and its resolution

In the limit of an arbitrarily large system, one would expect surface effects to be negligible and so, naively, that the limiting behavior of large periodic and non-periodic systems to be the same. However, we already showed both analytically and numerically that in fact the limiting behavior is not the same. For the finite system, the curvature asymptotically scales as $\Omega^{-1/3}$, where $\Omega$ is the volume of the finite, non-periodic system, whereas for the topologically periodic system, the curvature asymptotically scales as $\Omega_{RC}^{-1}$, where $\Omega_{RC}$ is the reference cell volume.

This apparent paradox can be reconciled by recalling that in a periodic system, electron addition/removal must be accompanied by the addition of a compensating, uniformly distributed background charge of opposite sign, so as to avoid divergence of the Coulomb potential and energy.\(^{27}\) For a non-periodic system, however, no compensating charge is necessary. This background charge strongly affects curvature considerations.\(^{78}\) To understand why, consider that if surface effects are neglected then Eq. (10), developed above for non-periodic systems, can be applied to the reference cell of a periodic system. However, while $n_{\text{rel}}$ integrates to zero in the reference cell, $n_H$ integrates to 1. Therefore, $n_H$ must be replaced by a background-neutralized density, $\tilde{\rho}_H(r) \equiv n_H(r) - \frac{1}{\Omega_{RC}}$, before it can be inserted in Eq. (10). Therefore, Eq. (10) yields the following expression for the curvature in the periodic case, $C_{\text{periodic}}$:

$$C_{\text{periodic}} = \int_{\Omega_{RC}}^{2n_H(r) - \frac{1}{\Omega_{RC}} + n_{\text{rel}}(r)} \frac{1}{\Omega_{RC}} d^3r + C_{XC}. \quad (16)$$

With all densities being unit-cell periodic, we can define $\tilde{n}_j(G) = \frac{1}{\Omega_{UC}} \int_{\Omega_{UC}} n_j(r) e^{iG \cdot r} d^3r$ as the Fourier-component of $n_j(r)$ corresponding to the reciprocal unit-cell lattice vector, $G$. For charge-neutral systems, the $G = 0$ component must be zero. By noting that $\tilde{n}_H(G \neq 0) = \tilde{\rho}_H(G \neq 0)$, because the two densities differ only by a constant, we obtain

$$C_{\text{periodic}} = 4\pi \Omega_{RC} \sum_{G \neq 0} \frac{\tilde{n}_H(G) \tilde{\rho}_H(G)^*}{G^2} + 4\pi \Omega_{RC} \sum_{G \neq 0} \frac{\tilde{n}_H(G) \tilde{n}_{\text{rel}}(G)^*}{G^2} + C_{XC}. \quad (17)$$

The KS-eigenstate densities, $n_j(r)$, are normalized over the reference cell and therefore $n_H(r)$ and $n_{\text{rel}}(r)$, as well as their Fourier components, must scale as $\Omega_{RC}^{-1}$. Because $G$ depends only on the unit cell and is independent of $\Omega_{RC}$, Eq. (17) shows that $C_{\text{periodic}}$ scales as $\Omega_{RC}^{-3}$. Thus, we obtain a curvature that scales with inverse system volume, consistent with Eq. (15) above. We note that similar reasoning as to the effect of the compensating charge has also been used in the study of charged defects in periodic systems.\(^{53,67}\)

One can also compare the terms in Eq. (10) and Eq. (16), obtaining the following expression for the difference in their curvature:

$$C_{\text{finite}} - C_{\text{periodic}} = \int_{\Omega_{RC}} \frac{2n_H(r) - \frac{1}{\Omega_{RC}} + n_{\text{rel}}(r)}{\Omega_{RC}} \frac{1}{\Omega_{RC}} d^3r + C_{XC}. \quad (18)$$

Dimensional analysis reveals that the above curvature difference scales as $\Omega_{RC}^{-1}$.\(^{53}\)

As discussed in Sec. II, $\Omega^{-1/3}$ scaling was also obtained for the non-periodic case from the self-interaction energy of the highest-occupied eigenstate. Furthermore, because the background charge must systematically cancel the divergence in the electronic electrostatic energy, the prefactor of the $\Omega_{RC}^{-1/3}$ dependence in the above equation must be equal and opposite to that deduced from Eq. (10). Therefore, overall the $\Omega_{RC}^{-1/3}$ scaling must vanish in $C_{\text{periodic}}$ and only the $\Omega_{RC}^{-1}$ scaling remains.

To summarize, the scaling behavior of a non-periodic and a periodic system is really different, but this is not owing to...
to topology *per se*, but rather stems from the effects of the uniform background charge, used in periodic calculations only. Before concluding this issue, however, two more comments are in order. First, for finite systems described with (semi-)local functionals, the scaling is self-interaction dominated and therefore positive (see, e.g., Refs. 13, 17, 18, and 37). Upon eliminating this effect by the compensating background, curvature can be either positive or negative (which we show below to be the case). This is somewhat reminiscent of the behavior of the exact-exchange functional (see, e.g., Ref. 13), where self-interaction is eliminated and the curvature is typically mildly negative. Second, for periodic systems, we assumed throughout that the removed/added charge is delocalized throughout the reference cell. If this is not the case, e.g., if a molecule or a localized defect is computed within a large supercell, scaling arguments no longer apply and the results will resemble those of finite systems. This explains, among other things, why a Hubbard-like *U* term for localized states in an otherwise periodic system is indeed useful, as long as the correction is limited to the vicinity of the localized site (see, e.g., Refs. 38 and 81).

**D. Brillouin zone sampling**

In Sec. III B, we have considered the infinite solid limit by constructing increasingly large topologically periodic reference cells. While pedagogically useful, this procedure is too cumbersome and computationally expensive to be used for routine unit-cell curvature calculations. In practice, the infinite-solid limit is much easier to reach by using *k*-point sampling of the Brillouin zone corresponding to a single periodic unit cell.\(^75\) One can then show that a single unit cell with uniform sampling of *N* *k*-points is completely equivalent, mathematically and physically, to a reference cell comprised of *N* unit cells within the single *k*-point (the \( \Gamma \) point) treatment.\(^82\) The infinite solid limit thus simply corresponds to an arbitrarily dense *k*-point sampling.

Obviously, practical calculations must involve a finite number of *k*-points. This is of little consequence to ground-state calculations of semiconductors and insulators, as results tend to converge quickly with the number of *k*-points.\(^82\) However, it raises a serious issue for electron removal/addition calculations.

Naively, one would think that the above-discussed determination of curvature from \( \Delta E / \Delta q \) should be generalized to the case of *k*-point sampling by considering \( \Delta e_F / \Delta q \), where \( e_F \) is the Fermi level. This is because for a ground-state, zero-temperature solid, \( e_F \) denotes the energy of the highest occupied state by definition. However, in practice, one always removes/adds a finite amount of charge, \( q \), rather than a truly infinitesimal charge. Therefore, charge is generally removed from all eigenstates with energy greater than \( e_F \), where the latter is determined by the charge conservation condition

\[
nN - q = \int_{-\infty}^{e_F} g(\varepsilon) d\varepsilon, \quad (19)
\]

with \( g(\varepsilon) \) the density of states (DOS). Once charge is removed not only from the highest-energy state, but rather from many states, the piecewise linearity condition no longer applies. Therefore, the entire theoretical edifice on which all previous considerations were based breaks down. This difficulty persists even if the second derivative of the total energy, rather than the first derivative of the Fermi energy, is considered. One could, perhaps, hope that extrapolation of \( \Delta e_F / \Delta q \) to \( q \to 0 \), where charge is really removed only from the highest occupied eigenstate, would still lead to the correct result. Unfortunately, this is not the case, and in fact \( \Delta e_F / \Delta q \) diverges for \( q \to 0 \).\(^83\)

The above considerations are illustrated numerically in Fig. 4, where the dependence of \( e_F \) on \( q \) (Fig. 4(a)) and its derivative (Fig. 4(b)) were computed for a primitive unit cell of silicon with a \( 16 \times 16 \times 16 \) *k*-point sampling scheme. Clearly, and as expected from Eq. (19), the Fermi energy follows closely the values predicted from the integrated density of states of the uncharged system (shown as a solid line), whose derivative diverges.

Fortunately, an equally simple, yet accurate, procedure is to consider instead the valence band maximum (or the conduction band minimum for charge addition), which we denote here as \( \epsilon_{\text{v}} \). For \( q \to 0 \) it too must tend to the correct limit as charge is removed only from the highest occupied state. For finite \( q \), it is, of course, incorrect, but as it does not incorporate DOS effects, its derivative is not expected to diverge. This is illustrated numerically in Fig. 4 as well, for the same silicon example, where both the weaker dependence of \( \epsilon_{\text{v}} \) on \( q \) (note the energy scale in Fig. 4(c)) and the convergence of its derivative for small \( q \) (see Fig. 4(d)) are apparent.

In the calculations of Fig. 4, the removal of charge \( q \) from a unit cell, sampled by \( N \) *k*-points, is in fact equivalent to the removal of the same charge from a reference cell whose volume is \( N \) times larger. However, as the same charge is removed from the unit-cell, irrespective of the number of *k*-points, \( \Delta \epsilon_{\text{v}} / \Delta q \) is directly comparable to the non-vanishing unit-cell curvature, \( C_{\text{UC}} \). This is directly verified in Fig. 5, which compares, for silicon, unit-cell curvature values, \( C_{\text{UC}} \), obtained from increasingly large single *k*-point reference cells (as in Fig. 3) with those obtained from increasingly dense *k*-point sampling of a unit cell. Clearly, the results are indeed equivalent.

The fact that it is \( \Delta \epsilon_{\text{v}} / \Delta q \), rather than \( \Delta e_F / \Delta q \), which predicts the correct curvature, has profound consequences for the piecewise linearity criterion. As by definition \( dE / df_H = \epsilon_F \), it is incorrect in the solid state to apply the expression \( d^2E / dN^2 \) given in Eq. (4) for the curvature of finite systems. \( d^2E / dN^2 \) is no longer equivalent to a calculation based on the first derivative of \( \epsilon_H \), and use of the energy criterion would necessarily yield the undesired \( \Delta e_F / \Delta q \), instead of the useful \( \Delta \epsilon_{\text{v}} / \Delta q \) and therefore should be avoided. The only exception is when a single *k*-point is used, as then \( \epsilon_{\text{v}} = \epsilon_F \).

Finally, with the above scheme, we efficiently calculate unit-cell curvatures for charge removal and addition in a variety of semiconductors and insulators, obtained in the limit of sufficiently dense *k*-point sampling of the primitive unit-cell. The results are summarized in Table I. Note that, just like the total energy per unit cell, \( C_{\text{UC}} \) will generally depend on the choice of unit cell (e.g., primitive vs. conventional).

From the results, it is clear that for all systems considered the unit-cell curvature in LDA is a non-zero, material-dependent property. Furthermore, once convergence has been
FIG. 4. Charge removal in a unit cell of silicon, with $16 \times 16 \times 16$ $k$-point sampling. Panel (a): change in Fermi level position, $\Delta \varepsilon_F$, as a function of the removed charge, $\Delta q$. Solid line: change in $\varepsilon_F$ expected from the uncharged density of states curve given by Eq. (19). Panel (b): Numerical derivative of the data in panel a, $\Delta \varepsilon_F/\Delta q$, as a function of $\Delta q$. Panel (c): change in position of valence band maximum, $\Delta \varepsilon_-$, as a function of $\Delta q$. Panel (d): Numerical derivative of the data in panel c, $\Delta \varepsilon_-/\Delta q$, as a function of $\Delta q$.

FIG. 5. Unit cell curvature, $C_{UC}$, obtained from single $k$-point calculations of a reference cell containing $N$ unit cells (filled diamonds) and from $N$ $k$-point calculations of a single unit cell (hollow squares), as a function of $N$. Lines joining the results of the $N$ $k$-point calculations are a guide to the eye.

reached, it is independent of the density of the $k$-point sampling. This is to be contrasted with the reference cell curvature discussed earlier, which was not only dependent on the reference cell size, but tended to zero in the infinite limit for all functionals. As noted in Sec. III C, $C_{UC}$ can have both positive and negative values (illustrated by the results in Table I), owing to the presence of the neutralizing background. Note that Eq. (6) should not be used for periodic solids, since, as noted above, the energies of the ionized systems are generally incorrect for a periodic LDA calculation. Consequently, $C_{UC}$ values do not directly correspond to LDA correction terms. However, the deviation of $C_{UC}$ from zero is still a useful indicator on which to build future correction schemes.

IV. CONCLUSIONS

In this article, we have examined the solid-state limit of energy curvature, i.e., of deviations from piecewise-linearity, focusing on (semi-)local functionals. We considered two different limits: finite systems, with volume $\Omega \to \infty$, as well

<table>
<thead>
<tr>
<th>Crystal structure</th>
<th>$C_{UC}$ (eV)</th>
<th>Charge removal</th>
<th>Charge addition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlAs</td>
<td>Zinc-blende</td>
<td>0.26</td>
<td>−0.65</td>
</tr>
<tr>
<td>AlN</td>
<td>Zinc-blende</td>
<td>0.94</td>
<td>−0.92</td>
</tr>
<tr>
<td>AlP</td>
<td>Zinc-blende</td>
<td>0.33</td>
<td>−0.66</td>
</tr>
<tr>
<td>AlSb</td>
<td>Zinc-blende</td>
<td>0.16</td>
<td>−0.57</td>
</tr>
<tr>
<td>C</td>
<td>Diamond</td>
<td>0.58</td>
<td>−0.62</td>
</tr>
<tr>
<td>GaP</td>
<td>Zinc-blende</td>
<td>0.36</td>
<td>−0.65</td>
</tr>
<tr>
<td>MgO</td>
<td>Rock-salt</td>
<td>1.0</td>
<td>−0.73</td>
</tr>
<tr>
<td>Si</td>
<td>Diamond</td>
<td>0.17</td>
<td>−0.54</td>
</tr>
<tr>
<td>SiC</td>
<td>Zinc-blende</td>
<td>0.59</td>
<td>−0.64</td>
</tr>
</tbody>
</table>
as topologically periodic systems with a reference cell (to which the periodic boundary conditions are applied) of volume $\Omega_{RC} \to \infty$. We found that in all cases piecewise-linearity—albeit possibly with the wrong slope—is obtained in the solid-state limit, even from functionals that grossly disobey it for a finite system. However, using both analytical considerations and practical calculations of representative systems, we found that the zero curvature limit is reached in very different ways. Therefore, while using the demand of zero curvature for functional construction and evaluation is not, as such, useful in the solid-state limit, its size-dependence does contain useful information.

For large finite systems, we found that curvature scales as $\Omega^{-1/3}$ for three-dimensional systems (e.g., nanocrystals) and as $\pi^2\ln(2e^{-3/4L})$, where $L$ is the length and $d$ is the width, for quasi-one-dimensional systems (e.g., molecular chains). This scaling behavior was found to be dominated by electrostatics and traced to the self-interaction term of the highest occupied state.

For large reference cell periodic systems, we found that the curvature $C_{RC}$ scales as $C_{RC} = C_{UC}C_{UC}/\Omega_{RC}$, where $C_{UC}$ and $\Omega_{UC}$ are the unit-cell curvature and volume, respectively. $C_{UC}$ (for an approximate functional) is a non-vanishing material-dependent quantity that is independent of the reference cell, and therefore may serve as a new useful measure of functional error in periodic solids. As mentioned in the Introduction, for molecular systems deviation from piecewise linearity has already been used extensively for functional evaluation, tuning, and correction.37–50 We hope that, with time, similar approaches that use our new criterion could emerge for the solid state.

Furthermore, we have been able to calculate this curvature in two ways: either directly from the definition by using increasingly large periodic reference cells or, more usefully, by considering changes in the band edge position upon charge removal/addition in unit cells with dense $k$-point sampling. Last but not least, we rationalized the difference between the periodic and non-periodic case as resulting from the necessary elimination of the electrostatic self-interaction of the highest-occupied eigenstate via the addition of a compensating background charge in periodic systems.

We believe that these results should prove useful for further development, evaluation, and application of novel exchange-correlation functionals suitable for the solid-state.

ACKNOWLEDGMENTS

We thank Eli Kraisl, Sivan Refaely-Abramson (Weizmann Institute), and Stephan Kümmel (Universität Bayreuth) for useful discussions. Work at the Weizmann Institute was supported by the European Research Council. Work at the Hebrew University of Jerusalem was supported by the Israel Science Foundation Grant No. 1219-12. V.V. acknowledges travel support by the Minerva Foundation. Some of the computations (V.V.) were performed at the Leibniz Supercomputing Centre of the Bavarian Academy of Sciences and the Humanities.

2For spin unpolarized (polarized) KS systems the value of the occupation number $f_i$ is equal to $2(1)$ if $e_i < e_H$, equal to 0 if $e_i > e_H$ and $0 < f_i \leq 2(1)$ if $e_i = e_H$, where $e_H$, the highest occupied eigenvalue, is determined such that $\sum f_i$ is equal to the total number of electrons $N = \int n(r)d^3r$. The lowest eigenvalue for which $f_i = 0$ is referred to as $e_L$.
27Where the interacting-electron system is mapped into a partially interacting electron gas that is still represented by a single Slater determinant.12
In this paper all systems are treated strictly in the closed shell spin-unpolarized ensemble, so any removal or addition of small amounts of electronic charge preserves the unpolarized spin nature of the system.

Obviously, the lowest-unoccupied eigenstate becomes the highest-occupied one upon charge addition.

The same dependence on $N$ can be obtained by considering the curvature directly as the second derivative of the energy, i.e., $C_{RC} = \frac{d^2E_{RC}}{dQ_{RC}^2}$, because $E_{RC}$ and $Q_{RC}$ are both extensive quantities and therefore proportional to $N$.

LDA erroneously predicts bulk germanium to be semi-metallic (see, e.g., J. Heyd, J. E. Peralta, G. E. Scuseria, and R. L. Martin, J. Chem. Phys. 123, 174101 (2005)). Therefore, germanium is omitted from Fig. 3.

For now, we do not pursue this alternative, but we discuss it extensively below.