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ABSTRACT: The development of a reactive force field (ReaxFF formalism) for
hydrazoic acid (HN3), a highly sensitive liquid energetic material, is reported. The
force field accurately reproduces results of density functional theory (DFT)
calculations. The quality and performance of the force field are examined by detailed
comparison with DFT calculations related to uni, bi, and trimolecular thermal
decomposition routes. Reactive molecular dynamics (RMD) simulations are
performed to reveal the initial chemical events governing the detonation chemistry
of liquid HN3. The outcome of these simulations compares very well with recent
results of tight-binding DFT molecular dynamics and thermodynamic calculations. On
the basis of our RMD simulations, predictions were made for the activation energies and volumes in a broad range of
temperatures and initial material compressions.

1. INTRODUCTION

Hydrazoic acid, the simplest covalent azide-based material, is
used as a source for imine radicals in organic synthesis1 and
serves as a reactant in gas-phase iodine lasers.2 The limited use
of HN3 in organic synthesis is attributed to its highly unstable
and explosive nature at room temperature.3 Nevertheless, it was
demonstrated that HN3 can be desensitized sufficiently in
aqueous solutions so as to be safe to handle while still
considered to be highly explosive.4 Owing to its simple
molecular structure, HN3 can serve as a model liquid system to
study material properties and behavior under extreme
conditions such as during detonation.5−7 In addition, HN3 is
the simplest template for more complex systems such as
organic azides.8−11 Due to the existence of conjugated NN
N bonds in the molecule, it is tempting to claim that
polymerization and subsequent transition to a nonmolecular
and even a metallic state may be possible following high
pressure loading.12 Although it was first synthesized in 1890, its
crystal structure has only recently been determined exper-
imentally and shows a unique network of hydrogen bonds.12

Some elementary mechanistic studies were conducted for gas
phase and highly diluted HN3 aqueous solutions;

13,14 however,
the complete decomposition chemistry of the condensed phase
deserves further investigation. To fully understand the reactive
processes occurring during HN3 decomposition under extreme
conditions for long periods of time and large-scale systems, a
new reactive force field parametrization has been developed
based on the ReaxFF formalism.15−17 The study of shock and

detonation phenomena from an atomistic viewpoint requires
large computational cells to permit a stable detonation wave
propagation, and hence, classical molecular dynamics simu-
lations are the method of choice. The ReaxFF methodology was
chosen since it allows for the simulation of reactive systems
with more than 106 atoms, approaching the domain of micron-
scale phenomena with near quantum mechanical accuracy.
Although being approximate in its nature, this approach has
been successfully used in recent years to study complex reactive
systems with various applications, some of which include the
characterization of processes occurring at the interfaces of
hypergolic propellants,18 the study of water molecules
dissociation on Titania surfaces,19 prediction of terahertz
spectra of explosive crystals,20 and detailed mechanistic studies
of energetic materials in the condensed phase.21,17

Starting from an existing ReaxFF parametrization proved to
describe well nitramine and nitro-aromatic energetic materi-
als,22 we have reparameterized the training set of bond
dissociation energies, valence angles bending and dihedral
rotations, heats of formation, lattice energies, reaction barriers,
and enthalpies in all cases where solely nitrogen and hydrogen
atoms are involved (i.e., optimization of the N/H chemistry).
The force field is thus designed to reproduce a large “training
set” based on accurate electronic structure (DFT) calculations.

Received: November 4, 2015
Revised: February 11, 2016
Published: February 17, 2016

Article

pubs.acs.org/JPCC

© 2016 American Chemical Society 4744 DOI: 10.1021/acs.jpcc.5b10812
J. Phys. Chem. C 2016, 120, 4744−4752

pubs.acs.org/JPCC
http://dx.doi.org/10.1021/acs.jpcc.5b10812


The new force field is then evaluated and is subsequently used
to predict the decomposition chemistry of liquid HN3 at the
experimental Chapman-Jouguet (CJ) conditions (TCJ = 4600 K,
PCJ = 16 GPa). The results are compared to recent tight-
binding simulations and thermochemical calculations. Further
studies at a broad range of temperature and compression are
carried out to fully characterize the decomposition process and
kinetics.

2. COMPUTATIONAL DETAILS

2.1. Density Functional Theory Calculations. DFT
calculations were performed to generate a database of different
chemical structures and energies related to N/H chemistry. The
calculations employed the CAM-B3LYP23 hybrid DFT func-
tional with the aug-cc-pVTZ basis set.24 This combination
yields results that compare well with energy barriers calculated
using the highly accurate CBS/MRCI(Q) method in a recent
study25 of HN3 low-lying states. All calculations were carried
out using the Gaussian-0926 package. The vibrational analysis of
the structures was performed at the same level of theory to
characterize the optimized structures as local minima or
transition states. All the calculated frequencies, the zero-point
energies, and the thermal energies correspond to the use of
harmonic approximation. Intrinsic reaction coordinates calcu-
lation using internal coordinates was performed to examine
whether the considered transition states connect the expected
reactants and products. The thermal decomposition routes
examined included single, two, and three HN3 molecules as a
starting point for the calculations.
2.2. ReaxFF Force Field. Developed from first-principles

concepts, ReaxFF is a force field based on bond-order
description and has been used to model atomistic scale
molecular dynamics of reactive chemical systems in numerous
applications. Unlike classical force fields, ReaxFF allows the
description of bond formation and rupture events on the fly.
The method was developed with the goal to reproduce
accurately costly quantum mechanical (QM) data for large
variety of reactants and products, including reactive inter-
mediates and transition states. ReaxFF employs a set of
potential energy functions that incorporate a large set of
adjustable parameters. The parameters are optimized to
reproduce the potential energy surfaces of reactive species
found in more accurate QM calculations. This allows the
modeling of dynamical processes in systems far too large to
handle using QM calculations and for much longer times. The
potential energy function used in ReaxFF has the following
terms (eq 1):
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In eq 1, the first three terms correspond to valence
interactions and are responsible for bond energies, valence
angle, and torsion angle. The next four terms include correction
of over and under coordination of atoms, a penalty term
accounting for double bond valence angle energy, angle
conjugation energy, and the last two terms are long-range van
der Waals and Coulomb interactions calculated for each pair of
atoms independent of bond order. The instantaneous atomic
charges are calculated with the EEM charge equilibration
method27 that takes into account the local environment and the
geometry of the molecule. The training procedure starts with

extensive calculations of QM data related to reaction barriers
and enthalpies, including transition states and intermediate
structures, energies of stable and reactive species composed of
H and N atoms including HN3, NH3, N2, H2, N2H4, N2H2,
HN2, and others. Next, optimization of the force field is carried
out. The training of the parameters is done via a single
parameter search optimization28 to minimize the following sum
of squares (eq 2):
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where xi,QM is the QM value, xi,ffield is the ReaxFF value, and σ is
the weight (accuracy) specified in the training set. During the
reparameterization procedures, we kept fixed all existing
parameters concerning C/H/O atoms. These parameters
were taken to be identical to those in Zhang et al.29 suitable
for nitramines. These parameters were kept intact to account
for already parametrized interactions, such as NO bond
dissociation, N−H bond dissociation, bond angles (H−NH−H,
H−O−NH2, HO−NH−OH, H2N−NH−NH2, and ON−
NH2, etc.), reaction enthalpies for nitramine decomposition
channels (RDX, PETN, NM, and TATB), and various H-bond
transfer reactions. We have augmented the force field with
additional relevant energetics data, including bond dissociation
paths of HN3, angles and torsions energetics, transition states,
and intermediates of key N/H reaction steps, lattice energies,
and heats of formation, partial atomic charges, and geometry
data (equilibrium bond lengths and angles), as will be
presented in the results.

2.3. Thermal Decomposition Simulations. To study the
mechanism of the thermal decomposition of HN3 at CJ
conditions, the temperature and pressure were maintained at
their CJ values (TCJ = 4600 K, PCJ = 16 GPa) during the
simulation in NPT ensemble. All simulations were carried out
using the open source LAMMPS30 package. The first stage in
the simulation is energy minimization where the atomic
positions of 256 HN3 molecules that were placed inside a
rectangular box with dimensions 26.12 × 26.12 × 26.54 A were
optimized using periodic boundary conditions. Next, a thermal
equilibration step was performed for 10 ps to obtain
thermalized atomic positions using a Berendsen31 thermostat
at T = 250 K, between the melting and boiling points of HN3
(Tm = 193 K, Tb = 310 K) with a coupling parameter of 25 fs
and a time step of 0.25 fs. To reduce any artificial stress and
obtain the equilibrated structure at ambient pressure, a
subsequent pressure equilibration step was carried out using a
Nose-Hoover thermostat/barostat combination.32 The system
was equilibrated at P = 1 atm and T = 300 K for additional 20
ps with coupling constants of 25 and 250 fs for the temperature
and pressure, respectively. At the final stage, an ambient system
(cell volume V = V0 = 1.7 × 10−20 cm3) was obtained with
density of d0 = 1.06 gr/cm3, in excellent agreement with the
experimental density of the liquid at room temperature of 1.09
gr/cm3. The thermal decomposition simulation at CJ
conditions was initiated at this point by applying constant
high temperature and pressure conditions (isothermal−isobaric
ensemble), and maintaining an average temperature and
pressure of 4600 K and 16 GPa. The thermal decomposition
simulation was carried out for 50 ps with a shorter time step of
0.1 fs to adequately account for fast vibrational modes at these
conditions. To study the influence of different initial
compressions and decomposition temperatures on the thermal
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decomposition process, the ambient system (V0) was adjusted
to generate two initially highly compressed systems (V/V0 = 0.8
and V/V0 = 0.7). The thermal decomposition simulations of the
three systems V0 − 0.7 V0 at temperatures in the range of
2600−4600 K were conducted using the NVT ensemble.
During all simulations, the instantaneous bond order between
each pair of atoms was monitored and properly averaged (using
every 10 instantaneous bond-order values, 10 fs apart) to
prevent artificial bonds identification during possibly very short
high density encounters. The thermodynamic parameters and
chemical bonds data were stored every 100−1000 fs.

3. RESULTS
3.1. Validation of ReaxFFHN3 Force Field. The initial

force field used in the training procedure was designed to
accurately reproduce energies obtained in DFT calculations of
nitramines and nitro-aromatic explosives (NM, RDX, TATB,
PETN, and HMX) and is based on a large set of DFT data.22

However, as expected, this force field performance for the study
of liquid HN3 was rather poor. Since no data regarding azide
chemistry was incorporated in the original training set, the
resulting force field was unable to accurately describe the
polarizabilities, geometries, ambient density, and other
important energy values associated with the chemistry of
hydrazoic acid and related compounds. Figure 1 presents the

partial atomic charges obtained in DFT (CAM-B3LYP/cc-
pVTZ) using the Mulliken population analysis. Local electro-
negativity is described well by Mulliken charges which offer a
self-consistent scheme for obtaining partial atomic charges.
Mulliken charges are well-behaved for similar systems, and the
method is well-suited for fitting electronegativity and hardness
parameters in the EEM33 scheme implemented in the ReaxFF
training procedure.
The hydrogen atom in hydrazoic acid is nearly electrically

neutral, bearing a charge of (+0.059e). The trained ReaxFFHN3
force field predicts a slightly larger value (+0.064e), while the

initial, nitramines-based force field, deviates markedly with the
value of +0.003e. The nitrogen atom bonded to the hydrogen is
compensating for the positive charge, with a negative charge of
−0.060e. This compares well to the value assigned by
ReaxFFHN3 (−0.061e), while the initial force field yields a
reduced value (−0.031e). The other two nitrogen atoms show
better agreement, again with the new force field performing
much better than the initial one in reproducing the DFT values.
A correct description of bonding in molecular materials is

important for accurate implementation of reactive force fields,
where bond formation and rupture events can occur with high
frequency during the simulation. The near-equilibrium values of
bonds are required with high accuracy to enable a correct
description of bonding nature at ambient conditions, while the
far extreme ends are responsible for correct dissociation limits
and high pressure environmental conditions often encountered
in shocks and detonations. The description of all bonds in HN3
has been improved as can be seen in Figure 2. The DFT
calculations were performed with both spin singlet and triplet
spin states to better represent the correct behavior. However,
since ReaxFF has no unique energy terms for different spin
states, the methodology used here is to train the force field at
each internuclear separation with respect to the lowest-lying
potential energy curve. The H−N(2) bond potential energy
curve as reproduced by the trained force field is in much better
agreement with the DFT results near the dissociation limit,
while in near equilibrium bond separation, the DFT data is
described equally well by both force fields. The N(1)−N(2)
bond is better described with the ReaxFFHN3 force field near
equilibrium, while both force fields show similarly good
agreement, compared to DFT values, for the N(2)−N(3) bond.
Next, the angular dependence was examined. In most cases,

much lower energies are obtained compared to those of valence
bonds. As can be seen in Figure 3 the ReaxFFHN3 outperforms
the unmodified force field. The H−N−N angle deviates
strongly for angles above ∼110° and exhibit a minimum
value around 105.34° compared to 110.51° in ReaxFFHN3 and
110.34° in the DFT results. The other valence angle, N−N−N,
is “softer” and shows similar behavior with a slightly better
description by ReaxFFHN3. The equilibrium values obtained are
172.17°, 169.54°, and 172.45° for ReaxFFHN3, ReaxFFinitial, and
DFT, respectively.
Figure 4 shows the heats of formation of various NnHm

species relevant to liquid HN3 decomposition chemistry. The
values in Figure 4 compare the results of the DFT calculations
with those of ReaxFFHN3 and the initial force field, ReaxFFinitial.
The heat of formation is a basic thermochemical quantity
characterizing the material’s stability relative to its constituent

Figure 1. Partial atomic charges of HN3: Mulliken-DFT (BW),
ReaxFFHN3 (blue), and ReaxFFinitial (red).

Figure 2. Bond dissociation curves of (left) H−N(2); (middle) N(1)−N(2); and (right) N(2)−N(3) in HN3.
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elements. The initial force field used in the training procedure
lacks the ability to accurately differentiate between related N/H
compounds, thus N3 radical, a highly unstable species, is
predicted to have a small positive heat of formation, while HN3
which is a stable molecule yields a higher positive heat of
formation. Another unrealistic prediction of the initial force
field is of a positive heat of formation for ammonia, where, in
fact, it should have a negative value of approximately −11 kcal/
mol.34 Using ReaxFFHN3 markedly improves the results. N3
radical becomes less stable with a highly positive value (∼100
kcal/mol) showing good agreement with DFT results. The
predicted heat of formation for HN3 is almost identical to that
predicted by DFT, and the correct sign and value are predicted
for ammonia.
The heat of formation is an important constituent of the

training set. However, many other energy values should be
embedded in the force field to expand its accuracy in describing
reaction paths, intermediates, transition states, and general
scope of applicability. Thus, we have conducted extensive
reaction path calculations of uni-, bi-, and trimolecular total
energies of key reactions using DFT calculations and trained
the force field to reproduce all these quantities. A partial list of
these reactions is presented in Figure 5 together with the force
field predicted energies.
The thermal decomposition of HN3 has been studied in the

past both experimentally14,5 and computationally.6,7 The
experimental efforts were limited to dilute HN3 in argon,
thus, the applicability of their results is limited to the gas phase.
In accordance with our DFT calculations, the more favorable
unimolecular decomposition channel, namely, the one with the
lowest barrier (ΔEr = 16.39 kcal/mol) is the spin-forbidden
channel forming the triplet 3NH, in agreement with
literature.5,14 ReaxFFHN3 was trained to reproduce the energy

barrier of the lowest energy route (i.e., the spin-forbidden
channel). Kajimoto et al.14 and Knyazev et al.5 analyzed the
kinetics of secondary reactions in shock tube experiments and
identified several possible decomposition and recombination
reactions. Some of the key reactions in Figure 5 are based on
their suggestions. The three main unimolecular decomposition
channels of HN3 in the gas phase (Figure 5, top left) are
reproduced with excellent agreement with deviation of at most
∼2 kcal/mol compared to DFT. Furthermore, according to our
DFT calculations, among the three unimolecular decomposi-
tion pathways, the reactions leading to H + N3 and N + HN2
are barrierless with reaction energies of 90.9 and 106.9 kcal/
mol, respectively. These values are in excellent agreement with
recent highly accurate CBS/MRCI(Q) calculations.25 The
decomposition to produce NH + N2 proceeds with a barrier
(TS3) of 43.0 kcal/mol, in good agreement with the value of
43.9 kcal/mol, obtained in the CBS/MRCI(Q) study.25 In
condensed phases, the close proximity of adjacent molecules, in
the crystalline or liquid phases, increase the probability of
fruitful bimolecular encounters. Thus, it is of great importance
to include bimolecular pathways in the training set for the
simulations of condensed phase chemistry. Our preliminary
thermal decomposition simulations indicated that the fruitful
collision of two HN3 molecules starts the decomposition
sequence, hence we have identified the transition states and
energy barriers for reactive events between two HN3 molecules
using DFT calculations. In accordance with this decomposition
pathway, two HN3 molecules collide to generate H2N6, a
metastable intermediate, via a transition state (TS1) located
35.5 kcal/mol above the reactants with endothermicity of 9.5
kcal/mol. In the second step, H2N6 decomposes into H2N3 and
N3 via a second transition state (TS2) with ΔE† = 33.5 kcal/
mol and reaction energy of +33.3 kcal/mol. The force field was
then trained to accurately reproduce this two-step decom-

Figure 3. (Right) N(2)−N(1)−N(3) and (left) H−N(2)-N(1) angles bending curve in HN3.

Figure 4. Heats of formation (kcal/mol) for various N/H species.

Figure 5. HN3 decomposition pathways obtained with ReaxFFHN3
(green lines) and DFT calculations (black lines). Dashed lines
represent transition states.
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position route. As can be inferred from Figure 5, the force field
nicely reproduces the activation barriers and reaction energies
for the first step (ΔETS1† = 41.8 kcal/mol and ΔE1 = 8.7 kcal/
mol) and second step (ΔETS2

† = 30.8 kcal/mol and ΔE2 = 40.6
kcal/mol). Additional primary and secondary condensed phase
channels related to HN3 decomposition have been included in
the training set, as is seen in Figure 5. With respect to this set of
reactions, the initial nitramines force field performed poorly,
predicting opposite signs of reaction energies for several
reactions. Specifically, it erroneously predicts that the
association of two HN3 molecules to form the H2N6
intermediate releases 13.5 kcal/mol, in contrast to the
endothermic (+9.5 kcal/mol) value predicted by DFT.
Moreover, the production of H2N3 and N3 radicals from two
HN3 molecules is predicted to be −6.7 kcal/mol, compared to
the DFT value of −38.1 kcal/mol. Thus, the bimolecular paths
examined were not reproduced with sufficient accuracy,
invalidating the initial nitramine force field predictions in
condensed phase HN3. In the case of unimolecular reactions,
deviations of up to 10−20 kcal/mol were observed for
ReaxFFinitial. For example, the unimolecular decomposition
channel of HN3 leading to H + N3 is predicted to be 76.kcal/
mol compared to the DFT value of 93.2 kcal/mol. Although the
newly developed ReaxFFHN3 accurately reproduces both the
unimolecular and bimolecular reaction channels, its trans-
ferability toward nitramine and nitroaromatic chemistry was
tested so to make sure the tuning of the N/H chemistry did not
alter the already optimized terms.
Figure 6 shows the reaction energies in the training data to

the original nitramines force field, ReaxFFinitial. As can be seen,

the points are distributed along a straight line, in good
agreement with the nitramine optimized force field. The data in
Figure 6 proves that the new force field is transferable and
equally adequate to describe nitramine and nitroaromatic
explosives, in addition to hydrazoic acid and related materials.

3.2. Thermal Decomposition of Liquid HN3 at
Simulated CJ Conditions. The force field reported in this
work was tested against and compared with the predictions of
the decomposition processes occurring as a result of a thermal
insult. A super cell containing 256 HN3 molecules representing
liquid HN3 (300 K, d = 1.06gr/cm3) was subjected to constant
temperature and pressure conditions, characterizing the
experimental Chapman-Jouguet point4 (TCJ = 4600K, PCJ =
16 GPa). These conditions were achieved using a Nose-Hoover
thermostat and barostat, as described in section 2.3. Figure 7
presents the most prevalent species (>5% of initial HN3
amount) formed during the liquid HN3 decomposition process
and the corresponding potential energy curve. Inspection of the
potential energy evolution as a function of time shows that the
first few picoseconds of the thermal decomposition are clearly
strictly endothermic, reaching a maximum value of potential
energy at ∼2.5 ps. This is the period during which most of the
bond breaking occurs, retaining minor amounts of the initial
reactant molecules. The potential energy profile reaches a
plateau after merely 10 ps, indicating that a quasi-steady state
has been reached in which the amounts and identities of
decomposition products remain practically constant. This is in
excellent agreement with the results of Reed et al.6 who used a
self-consistent charge tight-binding molecular dynamics to
simulate detonation of liquid HN3 at the C-J conditions. Close
inspection of the variation of different decomposition products
as a function of time (Figure 7) reveals that the decomposition
of liquid HN3 begins with the following reactions:

+ → +HN HN H N N3 3 2 3 3 (1)

→ +HN NH N3 2 (2)

→ +HN H N3 3 (3)

Reaction 1 proceeds via 2 transition states (identified by
DFT) and H2N6 as intermediate, and it has larger contribution
than reactions 2 and 3. This pathway generates a substantial
amount of H2N3 that reaches a maximum value at about 0.45
ps, before other reactions result in the disappearance of these
intermediate species. The formation of N2 begins after about
0.3 ps and is attributed mainly to H2N3 decomposing into NH2

Figure 6. Performance comparison between ReaxFFHN3 and initial
nitramines force field with respect to QM data used to train the latter.
Values represent reaction energies in the training set.

Figure 7. Species evolution during decomposition of HN3 at the CJ conditions (left) and the associated potential energy (right).
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and N2 and the direct decomposition of HN3 to NH and N2

which proceeds with a high-energy transition state (ΔE‡ = 44.6
kcal/mol). The production of ammonia begins together with
the formation of N2 although with a much slower rate. The N3

radical is the most prevalent intermediate reaching a maximum
value at approximately 0.65 ps and then decreasing to negligible
amounts during the next 2 ps. We find that the stable species in
the decomposition are N2 and NH3 with minor amounts
(<10%) of H2 and H. The calculated relative amounts of each
of the stable final products relative to the initial amount of HN3

are 1:1.2:0.2:0.05 for HN3:N2:NH3:H2, respectively. The
reported ratios from tight-binding DFT and CHEETA
thermochemical calculations (Reed et al.) are 1:1.3:0.3:0.02
and 1:1.4:0.2:0.2, respectively. Thus, it is demonstrated that
ReaxFFHN3 reach a near QM accuracy for the description of the
decomposition chemistry of HN3.
3.3. Effects of Temperature and Density on Decom-

position Kinetics. To assess the effect of high material
compression on the decomposition of liquid HN3, additional
simulations were carried out. The minimized computational cell
at ambient conditions (V0) was adjusted by remapping the
atomic coordinates so to obtain 2 additional systems at high
initial compressions: 0.8V0 and 0.7V0. These configurations are
25% and 42% denser than the ambient system, respectively.
The three systems were then equilibrated at 300 K for 10 ps.
Thermal decomposition simulations followed in the canonical
ensemble (NVT) at a specified target temperature using the
Berendsen thermostat. In order to extract kinetic parameters,
each system was simulated at 3 temperatures: 2600, 3600, and
4600 K. Thus, a total of 9 cases varying in combinations of
density and temperature are accounted for. Figure 8 presents
only the results of the extreme cases: lowest temperature (2600
K) and density (V0) and highest temperature (4600 K) and
density (0.7V0).

The major difference between the four cases presented in
Figure 8 is related to the effect of temperature on the rate of
decomposition. The type of intermediate products and final
stable species generated do not seem to be affected by variation
of the decomposition temperature. Hence, it seems that the
thermal decomposition mechanism does not change in the
temperature range of 2600−4600 K. For low temperature T =
2600 K and ambient density, the complete disappearance of
parent HN3 molecules occur after nearly t = 100 ps, while at T
= 4600 K, the complete decomposition is observed at
approximately t = 10 ps, an order of magnitude faster. In
addition, high decomposition temperatures lead to production
of larger amounts of ammonia, H2, and N2H. Pressure can have
an important role in the decomposition of explosives. For
example, bimolecular reactions tend to accelerate at high
pressures and material compressions, while unimolecular
reactions become slower. In the present case, the simulation
at initial volume of 0.7V0 shows a slightly faster decomposition
kinetics at both temperatures presented in Figure 8. The final
relative amounts of stable decomposition products remain
generally the same regardless of degree of compression. In all
cases, the initial steps of decomposition start with the
bimolecular reaction product H2N3, as was observed in the
simulated CJ decomposition case described above (section 3.2).
To quantitatively characterize the decomposition kinetics of

liquid HN3, we have calculated the half-lives (t1/2) of HN3 from
the time-dependent decomposition curve (Figure 8) for each
temperature and compression. The half-lives were then
substituted in the second-order initial decomposition rate
equation (eq 3)

=t
k A

1
[ ]1/2

0 (3)

where t1/2 (ps) is half-life time, [A]0 (a.u.) is the initial amount
of HN3 molecules and k (ps

−1) is the bimolecular rate constant.

Figure 8. Thermal decomposition in various low and high temperatures and densities of HN3.
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We note that these are generalized rate constants, character-
izing the initial decomposition process up to t = t1/2. Table 1

presents the rate constants obtained for the different cases
examined. These rate constants allow one to fully characterize
the rate-determining transition state by assessing the activation
energies and volumes for the decomposition process since
Arrhenius behavior is observed.
The magnitude of the activation parameters can be deduced

from the following differential expressions:17

∂
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Plotting the logarithm of rate constants versus reciprocal
temperature allows one to extract the activation energy from
the slope, and in a similar manner, the activation volume can be
obtained. The Arrhenius pre-exponential factors are deduced
from the intercept with the vertical axis. Figure 9 presents the
results of this analysis.
The effective activation volumes for all compression values

(in terms of average pressure) are negative, indicating that a
bimolecular reaction is the rate-limiting step. This is consistent
with the detailed molecular decomposition mechanism
described in the previous sections. The activation volumes
range from −2.63 − (−1.57) cm3/mol. Experimental studies of
HN3 decomposition in the literature are limited to dilute gas
phase conditions. Thus, no values for the activation volumes in
condensed phase are available for comparison. However,
literature35 data is available for common high explosives such
as α-RDX (−5.6 cm3/mol), β-RDX (+3.89 cm3/mol), and β-
HMX (+4.1 cm3/mol). Our values are smaller in magnitude as
can be expected, since the size of the molecular structures in the
transition state are much smaller compared to the nitramine
explosive systems. The effective activation energies for liquid
HN3 decomposition are predicted to be in the range of 16.3−

23.9 kcal/mol in the compression range 0.7V0 − V0. Arrhenius
pre-exponential factors calculated from the intercept of Figure 9
(right): ln(A[s−1]) = 24.83 ± 0.17, 24.62 ± 0.08, and 24.47 ±
0.26 for V0, 0.8V0, and 0.7V0 systems, respectively. Higher
initial material compressions result in lower-activation barriers
and faster kinetics.

4. CONCLUSIONS

A new reactive force-field based on the ReaxFF formalism has
been developed (ReaxFFHN3) to adequately describe the
chemistry under extreme conditions of liquid hydrazoic acid.
Extensive electronic structure calculations were conducted to
characterize the possible decomposition routes and secondary
reactions and to train the force field. ReaxFFHN3 reproduces all
major decomposition routes, heats of formation, and partial
charges. It is shown to be in excellent agreement with previous
results based on tight-binding DFT and thermochemical
calculations using CHEETA code. The transferability of
ReaxFFHN3 has been tested on a training set of nitramine and
nitroaromatic energetic materials and was found to be
consistent to adequately describe both azide and nitramine
chemistry. It is revealed that the decomposition of liquid HN3
begins with the formation of H2N3 and N3 radicals via a
twostep bimolecular route, contrary to many popular nitramine
energetic materials, whose decomposition proceeds in a
unimolecular channel. N2 is the most stable species obtained
in the decomposition process with lesser amounts of NH3.
Further simulations of decomposition under wide range of
temperatures and initial material compressions shed light on
the high-pressure decomposition of liquid HN3. It is revealed
that pressure plays an important role accelerating the
decomposition; however, it does not alter the chemical
mechanistic steps of decomposition. The complete decom-
position of HN3 takes 100 ps at 2600 K, and merely 10 ps at
4600 K at simulated CJ conditions, in excellent agreement to
tight-binding DFT simulations. We find the effective activation
energies to be in the range of 16.31−23.93 kcal/mol in the
compression range 0.7V0 − V0 and activation volumes in the
range of −2.63 − (−1.57) cm3/mol in the temperature range of
2600−4600K, respectively. Careful experimental studies of the
decomposition of liquid HN3 could verify our predictions. This
study serves as the first step in establishing ReaxFF to simulate
azide-based chemistry, allowing near QM accuracy at a highly
reduced computational cost compared to ab initio or tight-
binding DFT methods.

Table 1. Rate Constants, k (ps−1), for HN3 Decomposition at
Various Temperatures and Compressions

k (ps−1)

T (K)/V V0 0.8V0 0.7V0

2600 5.8 × 10−4 1.1 × 10−3 1.7 × 10−3

3600 2.3 × 10−3 3.1 × 10−3 4.7 × 10−3

4600 4.3 × 10−3 5.9 × 10−3 6.7 × 10−3

Figure 9. Rate constants for HN3 decomposition versus average pressure (left) and versus reciprocal temperature (right).
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