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The dynamics of excited states of adsorbates on surfaces caused by charge transfer is
studied. Both negative and positive charge transfer processes are possible. In particular we
are interested in positive charge transfer from a metal surface to molecular or atomic
oxygen adsorbed on the surface. Once the negatively charged oxygen on the surface loses
an electron it becomes chemically activated. The ability of this species to react depends on
the quenching time or back transfer. The analysis of these processes is based on a set of
diabatic potential energy surfaces each representing a di†erent charged oxygen species.
The dynamics is followed by solving the multichannel time-dependent Schro� dinger
equation or Liouville von Neumann equation. Due to the nonadiabatic character of these
reactions large isotope e†ects are predicted.

I. Introduction
Charged molecular and atomic species adsorbed on a metal surface are well documented pheno-
mena. In transition metals it is energetically cheap to move electrons in and out of the d orbitals
creating a partially charged molecular or atomic adsorbate. For oxygen for example, two stable
adsorbed molecular species, peroxide and superoxide, have been observed, di†ering by the amount
of negative charge transferred from the metal.1h8 The extra charge weakens the molecular bond
and increases the bond distance. In addition, the binding of the molecule to the surface is strength-
ened due to the Coulombic attraction between the molecular charge and its image in the metal.
Adsorbed atomic oxygen on a metal surface is also partially charged due to the large negative
affinity of the oxygen atoms ([1.4 eV).

Adsorption of is quite di†erent since it has a high ionization energy and negative electronN2affinity. Only positively charged molecular excited states of nitrogen can be stabilized. The low
energy adsorbed states are the ones that bind through the p orbitals resembling the binding of
CO. Atomic nitrogen creates a very strong bond with transition metals where the net charge
transfer is small.

In the adsorption of CO the charge transfer to or from the metal is small. The binding energy of
CO to metals is weak and is similar to the binding energy of metal carbonyl compounds. In the
gas phase CO is quite an inert material. The triple bond between the carbon and oxygen is almost
immune to chemical attack. The adsorption of CO on a metal surface only slightly reduces the
bond energy.
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These examples illustrate that molecules adsorbed on transition metal surfaces possess a variety
of electronic conÐgurations. A key question is the role of these electronic conÐgurations in elemen-
tary catalytic processes. Insight into this question requires methods to calculate the electronic
conÐgurations, and to follow the transitions from one electronic conÐguration to another.

One approach is to follow the dictum of the BornÈOppenheimer approximation and to consider
adiabatic dynamics on a single ground electronic state. The assumption is that the electronic
structure of a dynamical encounter changes continuously from one conÐguration to another. The
advantage of this approach is that the powerful methods of quantum chemistry, in particular
density functional theory (DFT), are most e†ective in calculating the ground state potential sur-
faces.9,10

The other approach is a non-adiabatic one in which the nuclear dynamics is followed on more
than one potential energy surface simultaneously. The topology of crossings and conical intersec-
tions between potentials determines the outcome of the chemical event. The difficulty of this
approach is due to the lack of e†ective methods to calculate the various potentials and non-
adiabatic coupling terms for extended systems on metals. There are only a few exceptions,11h13
based on embedding a cluster of primary atoms into a continuous description of the bulk. For
non-metallic surfaces, such as metal oxides, the excitation process is more localized, therefore
cluster calculations are more justiÐed and give reasonable results for excited electronic sur-
faces.14,15

Obtaining the potential surfaces and nonadiabatic coupling terms is only the Ðrst step in the
task of modeling nonadiabatic chemical encounters on surfaces. The next step is to simulate the
nuclear dynamics on these surfaces. The difficulty is that the cost of a full quantum representation
scales exponentially with the number of degrees of freedom. For this reason current time-
dependent methods for solving the equation are capable of representing problemsSchro� dinger
with up to 6 degrees of freedom for the e†ective mass of hydrogen16,17 and up to 3È4 degrees of
freedom for the e†ective masses of nitrogen or oxygen.18,19 This limits the application of direct
quantum simulation to model problems. There is the option of employing approximate semiclassi-
cal methods for describing nuclear nonadiabatic dynamics.20 In a careful comparison between the
best semiclassical methods and full quantum calculation for multidimensional nonadiabatic tran-
sitions we found qualitative discrepancies between the two approaches.21

The dynamics of molecules adsorbed on metal surfaces are complicated due to the simultaneous
encounter with dissipative forces from two origins : electronic and phononic. Electronic dissipative
forces are caused by the interaction of the free metal electrons, or more precisely electronÈhole
pairs with the adsorbate. These electronÈhole pairs are able to exchange a continuous amount of
energy. The other source of dissipative forces is the lattice vibrations or phonons, which again
form a band of energy levels. Dissipation has a strong inÑuence on the nonadiabatic dynamics.22
We have shown a general turnover behavior as a function of the dissipative parameters describing
electronic dephasing and vibrational relaxation. For small values of these parameters the non-
adiabatic rate is enhanced. Above a critical value the nonadiabatic rate decreases. In any event
dissipation does not justify a reduction of the dynamical description to motion on a single adia-
batic electronic surface. In this study, di†erent quantum theories are considered to describe the
short-time dissipative dynamics of an adsorbate interacting with a metal surface. The alternatives
range from solving the Liouville von Neumann equation using an empirical description of the
dissipation to the use of a surrogate Hamiltonian formulation cast into a wavepacket description.

II. The non-adiabatic model
In the generic non-adiabatic model the dynamics of the system is simulated by solving the time-
dependent equation on coupled potential energy surfaces. As an example theSchro� dinger
dynamics on three potential energy surfaces and three e†ective coordinates is examined. The
wavefunction has the form:

t\
1tg(z, r, h)

tm(z, r, h)

ta(z, r, h)

2
(2.1)
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where z is the molecular distance from the surface, r the internuclear distance and h the orienta-
tion angle (see Fig. 1).

Once an initial state is described, The evolution in time is generated according to the time-
dependent equation :Schro� dinger

i+
dt
dt

\ HŒ t (2.2)

where the Hamiltonian is described as :

HŒ \
1Hg
Vmg
Vag

Vgm
Hm
Vam

Vga
Vma
Ha

2
(2.3)

and where l indicates the species : g, gas phase species, m, molecular surfaceH1\ P2/2k] V
lspecies and a atomic dissociated species. Within this general framework one can study the basic

encounters on surfaces. Fig. 2 shows a typical topology of the charge transfer states of oxygen on
a metal surface. It is clear that due to di†erent coulombic stabilization, spin states and atomic
surface bonding, the di†erent charge transfer states cross each other.

A nonadiabatic dynamical encounter is determined Ðrst by the charged state of its initial wave-
function. Following the event in time, the system will cross from one potential to another. The
topology of the crossing seams has a profound inÑuence on the outcome, leading to propensity
rules.23 Enhancement by incident translational energy of nonadiabatic transition requires a cross-
ing seam perpendicular to the z direction. A parallel seam will cause enhancement by vibrational
excitation of the incoming molecule.

A signature of nonadiabatic dynamics is a large isotope e†ect. The crossing seams and conical
intersections represent a breakdown of the BornÈOppenheimer approximation. As a propensity
rule, when the collision energy is below the crossing seam nonadiabatic tunneling takes place and
the light isotope has a larger propensity for transition. Above the crossing seam the heavy isotope
which is more adiabatic has a larger propensity for nonadiabatic transition.21,24h26

A hidden assumption in the reduced dynamical description is that the other coordinates are
frozen. The time-scale of the encounter determines if this assumption is valid. For extremely short
reactions only a few degrees of freedom participate. For longer times the inÑuence of the other

Fig. 1 The coordinate system of a moleculeÈsurface encounter. A reduced description treats only part of the
coordinates explicitly.
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Fig. 2 Potential energy surfaces of oxygen on a metal surface showing the di†erent charge transfer states.

degrees of freedom has to be accounted for. Due to the exponential growth of quantum computa-
tion with dimensionality one wants to avoid explicit inclusion of these degrees of freedom. The
aim of a theoretical description is therefore to Ðnd an implicit description of the inÑuence of the
extra degrees of freedom.

III. Reduced dynamics
The basic idea is to distinguish between the dynamics of the primary system, the adsorbate, and
that of the bulk, which consists of the electronic and lattice degrees of freedom. The focus of the
study is the dynamics of the primary system which therefore requires a detailed description. The
treatment of the bulk, or the bath modes, includes the minimum details required to specify their
inÑuence on the primary system. The systemÈbath representation is developed through the study
of the total Hamiltonian. This Hamiltonian is partitioned into the primary systemÏs bare Hamilto-
nian the bath Hamiltonian and an interaction term leading to :HŒ s HŒ B HŒ int

HŒ \ HŒ s] HŒ B ] HŒ int . (3.1)

The primary system Hamiltonian has the form:

HŒ s \ TŒ ] Vs(RŒ ) (3.2)

where is the kinetic energy of the primary system and is an external potential whichTŒ \ PŒ 2/2M Vsis a function of the system coordinates RŒ .
The idea of partitioning the system into primary and bath modes has been the key element in

the quantum theory of dissipative dynamics. Starting from the work of Bloch,27h29 reduced equa-
tions of motion for the primary system have been derived. The reduction is obtained by per-
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forming a partial trace over the bath degrees of freedom resulting in a Liouville description of the
primary mode. The most well studied derivation is based on the assumption of weak coupling
between the system and bath leading to a di†erential equation describing the systemÏs
dynamics.30h33 In this derivation, commonly called RedÐeld dynamics, the inÑuence of the bath is
described by its correlation functions. This basic derivation has been supplemented by the require-
ment that the reduced equations of motion have the semi-group form, meaning that they preserve
the complete positivity of the density operator.34h36

A complementary approach to dissipative dynamics is to axiomatically require a semi-group
form. This leads to a general form for the reduced evolution equations.37h39

doü
dt

\ [
i

+
[HŒ , oü ]]LD(oü ), (3.3)

The generator of the dissipative dynamics, embodies the e†ect of dissipation. The form ofLD , LDin eqn. (3.3) describes Markovian evolution and may be cast into the Lindblad semi-group form:

LD(oü )\ FŒ oü FŒ s [ 12MFŒ sFŒ , oü N (3.4)

where is an operator deÐned on the Hilbert space of the primary system. These equations allowFŒ
a consistent study of di†erent dissipative models,40,41 but require an empirical treatment when a
particular system is studied.

The practical disadvantage of both the semi-group and the RedÐeld theories is that they are
formulated in Liouville space where the state of the system is represented by a density operator.
This fact squares the number of required representation points in comparison to a wavefunction
description. Although powerful numerical techniques have been developed to solve the dynamics
in Liouville space32,42h46 it still is extremely taxing to treat these problems, limiting the scope of
systems that can be studied.

An alternative approach, is based on constructing a surrogate Ðnite system bath Hamilto-
nian.47,48 In the limit of an inÐnite number of bath modes the true systemÏs dynamics is recon-
structed. The procedure constructs a surrogate Hamiltonian in which the systemÈbath interaction
term is renormalized. To reduce further the computational e†ort, the bath modes are represented
by the elementary two-level system (TLS). The primary system is represented by the Fourier
method,49h52 allowing a very general description. The dynamics generated by the Ðnite surrogate
Hamiltonian are able to reproduce, for a speciÐed period of time, the true systemÈbath dynamics.
This construction is not Markovian and therefore di†ers from the RedÐeld or semi-group treat-
ments. The use of a Ðnite number of degrees of freedom to represent the bath limits the length of
time in which the dynamics is consistent with that of an inÐnite bath. The Ðnite nature of the bath
usually shows up as recurrences which eventually appear. Increasing the number of bath modes
postpones the recurrence to a later time, thus the number of modes needed is determined by the
time-scale of the dynamics.

The surrogate Hamiltonian approach is close in spirit to real time path integral techniques,53,54
where a large many-body propagator is constructed and approximated. These approximations
represent the bath modes as harmonic oscillators,55h58 for which the path integration can be
carried out analytically.59

The model of the harmonic bath has been used almost exclusively in modeling dissipative
dynamics. The bath Hamiltonian is then decomposed to an inÐnite sum of normal modes :HŒ B

HŒ B\ ;
j

e
j
bü
j
s bü

j
. (3.5)

The index j is a multidimensional index describing a complex bath of Bosonic modes with energies
e
j
.
Further simpliÐcation is obtained if the interaction term is a multiplication of a dimensionless

geometric function with a Boson mode of potential coupling strengthf (RŒ ) bü
j
s V

j
:

HŒ int\ f (RŒ ) ;
j

V
j
(bü

j
s ] bü

j
). (3.6)

The operators and are Boson type creation and annihilation operators, obeying the com-bü
j
s bü

jmutation rules : This systemÈbath Hamiltonian already represents a drastic[bü
j
, bü

j{s]\ d
j, j{1

ü .
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reduction in complexity compared to the generic systemÈbath entity, mainly due to the simple
linear (in the bath coordinate) interaction term. The advantage of the model is that it enables an
ab initio computational procedure. Due to the harmonic assumption classical molecular dynamics
can be employed to calculate the bath correlation functions which determine the bath parameters
V
j
.48
The harmonic bath model has fundamental Ñaws. An important one is that rare Poisson type

processes are not described properly. We speculate that Poisson processes are responsible for
electronic dephasing on surfaces.60 Their origin is elastic binary collision of electronÈhole pairs
with the charge distribution induced by the adsorbate. In a semi-group description the dissipative
generator has the form:

LD(oü )\ c(e~(i@Š)QsÕoü e`(i@Š)QsÕ [ oü ) (3.7)

where c is the collision rate and / determines the phase shift per collision. Another more subtle
e†ect is that in the harmonic bath quantum entanglement between the system and bath is trun-
cated.

Electronic quenching is a typical example of dissipative nonadiabatic event. On metallic sur-
faces the process is known as the MGR model.61h63 The process has been simulated by solving
the Liouville von Neumann equation using semi-group dynamics64h66 or by using stochastic
wavepacket methods. In both descriptions the crucial parameter is the residence time on the
excited electronic surface. The surrogate Hamiltonian method allows an alternative to these
empirical approaches. The bath can be described as a collection of two-level systems each rep-
resenting a localized electronÈhole pair. The system bath coupling can be calculated directly and is
the result of dipoleÈdipole coupling.

The inÑuence of the surface induced dissipation can be classiÐed into the following categories :
(i) Direct quenching and excitation which is caused by free charge carriers in the metal. (ii) Elec-
tronic dephasing i.e. loss of phase coherence between the ground and excited surfaces. (iii) Nuclear
dephasing i.e. loss of vibrational coherence. (iv) Nuclear relaxation decay of vibrational excitation
to equilibrium. Typical time-scales of the electronic processes are in the few femtosecond range
thus they are of direct relevance to the nonadiabatic encounters considered.

IV. Oxidation by hole induced processes

Oxygen negative ions are inert which is in contrast to atomic oxygen which is a very stong
oxidizing agent. Molecular oxygen is a much less potent oxidizer, nevertheless the low-lying
excited states of oxygen are strong oxidizers. On metallic surfaces the stable form of oxygen is
negatively charged. To activate the oxygen as an oxidizing agent the amount of charge has to be
reduced i.e. an oxygen to metal charge transfer has to take place.

Charge transfer from the oxygen to the metal can be promoted chemically. Bombarding a
surface with energetic particles or with atoms which have a stong attraction to the surface will
excite free charge carriers. Nienhaus et al.67 have shown direct evidence for the creation of
electronÈhole pairs in collision of hydrogen atoms with a Cu and Ag surfaces. Lee and Rettner
and Rettner and Auerbach68,69 have suggested that these free charge carriers will promote disso-
ciation and desorption of other adsorbed molecules.

A. Oxygen dissociation

Oxygen molecules adsorb on metals in two stable charged states peroxide and superoxide. These
two states di†er in the amount of negative charge, the peroxide being more negatively charged
than the superoxide. The amount of excess charge on the adsorbate is located in an anti-bonding
orbital, therefore the OÈO bond is weakened and extended. The species is partially stabilized on
the surface by an image potential, therefore the peroxide has a stronger binding and shorter
equilibrium distance in the oxygenÈmetal coordinate compared with the superoxide. To complete
the description of the interaction, these charged molecular states must be coupled toO2Èmetal
two additional states : one describes interaction of a neutral molecule with the substrate
(physisorption) and the other leads to dissociative adsorption.
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Within certain limits, the magnitude of the substrate work function can be manipulated experi-
mentally by co-adsorption of small amounts of electron donors or acceptors.70h72 Hence, the
relative location of the potential wells in the two molecular states can be controlled.

A hole-induced process starts with the initial state of the process corresponding to an adsorbed
oxygen in the most stable state, the peroxide state. The hole promotes the initial state into either
the superoxide or into the physisorption states. This transition is a vertical electronic transition
with no nuclear geometry change.

Starting initially in the peroxide state of the adsorbed the two possible hole-induced excita-O2 ,
tions are : FranckÈCondon transitions to the physisorption state or to the superoxide state. This is
described by a vertical shift of the initial nuclear wavefunction from the peroxide well to the
physisorption or superoxide potentials. A third possibility is that the molecular oxygen is initially
in the superoxide state. The charge transfer to the hole at the surface leads to excitation of the
molecule into the physisorption state. The di†erence in equilibrium geometry of the peroxide and
superoxide states means that the vertical transition to the physisorption potential will be to a
di†erent region and the subsequent dynamics is expected to exhibit new features. After the vertical
excitation step, the dynamics is followed to Ðnal states by solving the multi-channel time depen-
dent equation.23Schro� dinger

The relaxation dynamics of the excited adsorbate is expected to depend on the initial state and
on the amount of energy available by the hole. The maximum vertical transition that can be
induced by the hole is limited by the adsorption energy of the impinging atom. Starting at the
peroxide potential well the hole can induce a transition either to the physisorption state or to the
superoxide state, provided that the required energy for such transitions is available. The lifetime of
the hole has to be considered with respect to the dissipative processes taking place. Strong depha-
sing processes will increase the lifetime. Electronic quenching processes will destroy the ““hole ÏÏ.
Work in this direction is in progress.

The hole-induced desorption and dissociation play an important role in a variety of systems.
Some photo-induced processes on solid surfaces exhibit similarities to the system described above.
For example, the dissociation of oxygen molecules following the irradiation of the O2/Ni(110)
system can be interpreted as a hole-induced desorption.73 In this case the irradiation leads to the
dissociation of adsorbed oxygen molecules. The dissociation fragments, oxygen atoms, migrate
along the substrate. Eventually the excess translational energy is dissipated. The quenching rate
determines the distance the fragment can move.

B. CO oxidation

Oxidation of CO in the gas phase is a slow process. In combustion conditions the reaction is
carried out by free radicals for example O(3P).74h76 This reaction is also spin forbidden. Metal
surfaces can catalyze this reaction. One may ask what is the role of the metal in the mechanism of
CO oxidation. In general this is quite a complex question.77h80 It has structural aspects due to the
di†erent forms of oxygen which can reside on the surface.81 In this study we are only interested in
dynamical aspects. In the nonadiabatic framework the reactivity of oxygen either as a molecule or
as an atom is related to the small gap between the ground and low-lying excited electronic
states.82,83 Preliminary electronic structure calculations we have carried out on small metal clus-
ters show a small HOMEÈLUMO gap of approximately 2 eV. On the ground electronic surface
the charge transfer is always from the metal to the oxygen atom.1h4,72 The excited state in the
calculation showed a back charge transfer from the oxygen to the metal. DFT calculations of
spin-restricted oxygen on Pt show a small energy gap in the range 1È2 eV between the ground and
excited spin-restricted oxygen forms.71

These excited states suggest a possible explanation for the promotion of CO oxidation on a Ru
surface by producing free charge carriers by an ultrashort laser pulse.84 Two mechanisms have
been proposed to explain these observations. The Ðrst mechanism termed electron-induced is
thought to be the result of free photo-induced electrons which occupy an anti-bonding orbital on
the oxygen atom. As a result the oxygenÈmetal binding is weakened allowing the oxygen atom to
attack the CO molecule and create The second mechanism termed hole-induced is thoughtCO2 .
to be the result of a charge transfer from the oxygen atom to Ðll a positive hole in the metal. As a
result the negatively charged oxygen becomes almost neutral, increasing its chemical reactivity
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substantially. This reactive oxygen will eventually lead to formation. The reactivity of theCO2excited oxygen is limited by the Ðnite lifetime of this state. Quenching times are estimated to be in
the femtosecond range. Increasing the lifetime will increase the oxygen oxidation power. Co-
adsorption of electron acceptors may cause such an e†ect. A large isotope e†ect has been observed
in the reaction84 when the adsorbed 16O is replaced with 18O. A possible explanation is that, to a
large extent, the excited oxygen is quenched before reacting ; the lighter isotope will move further
during this period, thus enhancing its chance of reacting. Other nonadiabatic explanations are
possible.

C. Orientation e†ect in the dissociation of N
2

The favorable orientation for an activated dissociation process on a surface is parallel. The reason
is that in this orientation the two new atom metal bonds are formed simultaneously. This orienta-
tion is the surface analogue of a four-center reaction.

The nonadiabatic framework is a source of a new orientation e†ect which is due to the di†erent
favorable orientation of the di†erent molecular species on the surface. As an example we consider
the system. In the physisorption potential the molecular surface forces due to polarizationN2/Ru
of the molecule for are almost isotropic. As a result there is no preferred orientation for theN2physisorption state, as can be seen in Fig. 3. The well depth for this state is approximately [0.1
eV. Nitrogen, which is isoelectronic to CO, has a low-lying molecular chemisorption state where
the nitrogen is perpendicular to the surface (see Fig. 3). There is experimental evidence for this
state85,86 with a well depth of [0.25 eV. The third surface is the dissociative chemisorption
surface where the preferred orientation is Ñat.

Non-adiabatic dynamical 3-D calculations were performed on these potentials with three
degrees of freedom, Z the distance from the surface, r the internuclear distance and h the molecu-
lar orientation. The initial state was chosen to mimic a scattering encounter starting from the
physisorption potential in the gas phase. At high incident kinetic energies, the direct dissociation

Fig. 3 Three diabatic potential energy surfaces for on Ru, representing the physisorption state, the disso-N2ciative chemisorption state and a molecular chemisorption state. The coordinates are Z, the distance of the
molecule from the surface and h, the orientation. Top : front view from the gas phase, bottom: back view.
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Fig. 4 Competition between dissociation and trapping for a model of on Ru.N2

channel was not inÑuenced by the existence of the molecular chemisorption state, i.e. the dynamics
was diabatic. At low incident kinetic energy an adiabatic steering force took over leading away
from the favorable dissociation orientation. The competition between dissociation and trapping is
shown in Fig. 4.

The overall e†ect of the nonreactive molecular chemisorption state on the dissociation probabil-
ity is quite complex. At Ðrst one would expect that this state would always suppress the disso-
ciation channel by diverting Ñux into the trapped state. But at particular energies there is a
possibility of trapping in an upper adiabatic potential with favorable orientation for dissociation.
The large trapping time can enhance the dissociation channel.

The orientation e†ect may explain the large discrepancy between the dissociation probability of
the system in a molecular beam experiment and a thermal experiment with comparableN2/Ru
incident energy. The initial state of the molecular beam experiment is dominated by j \ 0 projecti-
les. The thermal experiments are dominated by j\ 6È8. For a low-energy collision the lower j
states can be steered more easily than the high j states, thus they are more reactive.

V. Conclusions
Charge transfer states play important roles in surface reactions. The most relevant states are those
which are easily excited i.e. are low in energy. The structure of the surface can alter considerably
the location, charge and energetics of these excited states. For example, co-adsorption of an elec-
tron donor and oxygen will increase the charge on the oxygen and reduce its chemical reactivity.
Charge transfer reactions can be promoted either chemically, by light or by a beam of electrons.
On metals the indirect promotion of the reaction through free charge carriers is the dominant
mechanism. The theory of these reactions lacks a reliable method to calculate excited states of
adsorbates on metals. The development of such methods is a crucial step for obtaining quantitat-
ive nonadiabatic descriptions.

Reduced quantum dynamical descriptions have progressed considerably in recent years. Many
new approaches have been developed that can simulate dissipative encounters. Due to the diffi-
culty of the subject more than one approach should be compared. The theoretical challenge is to
Ðnd Ðrst principle methods to calculate quenching times and dephasing times on metal surfaces.

For charge transfer reactions the quenching rate which determines the excited state lifetime is a
crucial parameter. Direct measurements should be compared to Ðrst principle calculations. A
more subtle issue is the role of electronic dephasing. The phenomenon can either enhance or
suppress nonadiabatic transfer. The actual role in charge transfer processes on surfaces is not
known. A Ðngerprint of these nonadiabatic reactions is a large isotope e†ect.
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