Simulating dissipative phenomena with a random phase thermal wavefunctions, high temperature application of the Surrogate Hamiltonian approach
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Abstract

A scheme for calculating thermally averaged observables for quantum dissipative systems is presented. The method is based on a wavefunction with equal amplitude and random phase composed of a complete set of states, which is then propagated in imaginary time $\beta/2$. Application to a Surrogate Hamiltonian simulation of a molecule subject to an ultrafast pulse coupled to a bath is studied. Compared to Boltzmann thermal averaging the method scales more favorably with an increase in the number of bath modes. A self-averaging phenomenon was identified which reduces the number of random sets required to converge the thermal average.

© 2003 Elsevier B.V. All rights reserved.

1. Introduction

Modeling quantum dissipative phenomena remains a challenging problem in condensed matter physics and chemistry [1]. Among other approaches the Surrogate Hamiltonian method [2] has been developed to describe the short time quantum dynamics of dissipative processes, that take place on metal surfaces. Recently, the method was extended to model an ultrafast charge transfer processes in condensed matter [3,4].

The method is based on constructing a surrogate finite system-bath Hamiltonian, that in the limit of an infinite number of bath modes reproduces the true system dynamics. This is done by renormalizing the system-bath interaction term in the Surrogate Hamiltonian. Since within a finite interval of time, the system cannot resolve the full density of the bath states, it is sufficient to replace the bath modes by a finite set. The Surrogate Hamiltonian, consisting of a finite number of bath modes, faithfully represents the dynamics of the observable system for a finite time. This construction is not Markovian and differs from the Redfield [5,6] or semigroup treatments [7–9]. The use of a finite number of bath modes limits the length of time in which the dynamics is consistent...
with that of a “true” infinite bath. This makes the Surrogate Hamiltonian method well suited for short time events.

The application of the Surrogate Hamiltonian method has been practically restricted to the low temperature regime. For finite temperatures a Boltzmann average is needed. However, the Hilbert space of the total system $\mathcal{H}_S \otimes \mathcal{H}_B$ contains many more states than the Hilbert space of the primary system alone, $\mathcal{H}_S$. Therefore computing the large number of eigenstates and then repeating the propagation step for each initial state has limited the use of the Surrogate Hamiltonian. The number of eigenfunctions required grows with temperature, and what is more important, it grows exponentially as the number of bath modes increases.

In this Letter we present an alternative scheme of calculating thermally averaged properties suitable for the Surrogate Hamiltonian method. The method is based on a random phase superposition of all states in the combined Hilbert space $\mathcal{H}_S \otimes \mathcal{H}_B$. By averaging a sum of projections of these superpositions the identity operator can be reconstructed for any basis set. Applying the thermal propagator $e^{-\beta/2\mathcal{H}_b}$ to this state, a thermal wavefunction is produced. This pure state serves as an initial state for the time propagation and for the evaluation of the primary system observables. Averaging of many random phase sets leads to the thermal averaged observables. For scattering problems, a thermal Gaussian wavepackets defined by a width which is adjusted to the mean kinetic energy of a free particle thermal ensemble has been employed [10,11]. A uniform averaging in coordinate space would lead to a thermal free particle density operator [10]. These application are non-random and are limited to free space. The random phase vectors have been used before by [12] in order to calculate the linear response functions of non-interacting electrons with a time-dependent Schrödinger equation.

The scaling of computation effort with the temperature and the number of the bath modes is more favorable for the proposed random method compared to direct thermal averaging over the energy eigenstates. Comparable results are obtained by repeating a relatively small number of propagations. In addition since the random phase wavepacket can be expanded in any set of states, the calculation of the energy eigenstates becomes unnecessary.

The random phase method was tested for the model of Morse oscillator in equilibrium with an ohmic bath, perturbed by a short pulse. The absorbed power and dipole correlation function were calculated for a relatively high temperature with an increasing number of the bath modes. The results obtained from the random phase thermal averaging were compared with the results from a direct averaging using the eigenstates of the combined system-bath.

### 2. Method

#### 2.1. The thermal wavefunction

The initial state of a quantum encounter at finite temperature is described by the mixed state density operator

$$\hat{\rho}_\beta(0) = \frac{e^{-\beta \mathcal{H}_b}}{Z}$$

with $\beta = 1/k_B T$, $\mathcal{H}_b$ the stationary Hamiltonian and $Z = \text{Tr}\{e^{-\beta \mathcal{H}_b}\}$ is the partition function. The density operator is diagonal in the energy representation therefore

$$\hat{\rho}_\beta = Z^{-1} \sum_{j=1}^L e^{-\beta E_j} |\psi_j\rangle\langle\psi_j|$$

with $Z = \sum_{j=1}^L e^{-\beta E_j}$, $L$ is the dimension of the Hilbert space $\mathcal{H}$. $E_j$ is the energy of the $j$th eigenfunction $|\psi_j\rangle$. An evaluation of Eq. (2) by direct diagonalization of $\mathcal{H}_b$ would scale as $O(L^3)$. For a finite temperature, employing propagation techniques [13] Eq. (2) can be approximated using only $J$ energy eigenfunctions $|\psi_j\rangle$ with Boltzmann weights where $J$ is chosen such that $e^{-\beta E_j} \ll \epsilon$, where $\epsilon$ is the error. In this case the numerical effort is close to $O(J^3)$. In the application of interest, the Surrogate Hamiltonian, cf. Section 2.2, both $L$ and $J$ scale exponentially with the simulation time. These scaling relations are the motivation for seeking an alternative method for thermal averaging.
The starting point is a wavefunction composed of a complete set of eigenfunctions \( \{ | \phi_i \rangle \} \) with equal amplitude and a random set of phases \( \bar{\theta} \):

\[
| \Phi(\bar{\theta}) \rangle = \sqrt{Q} \sum_{k=1}^{L} e^{i\beta_k} | \phi_k \rangle ,
\]

where \( \sqrt{Q} \) is a normalization constant. The projection constructed from this wavefunction

\[
| \Phi(\bar{\theta}) \rangle \langle \Phi(\bar{\theta}) | = \frac{Q}{2} \sum_{n,m} e^{i(\beta_n - \beta_m)} | \phi_n \rangle \langle \phi_m |
\]

connects all states in the Hilbert space. Using the property of the average of random phases

\[
\langle e^{i(\beta_n - \beta_m)} \rangle = \frac{1}{2\pi} \int_{0}^{2\pi} e^{i(n-m)\theta} d\theta = \delta_{nm} ,
\]

the off-diagonal elements of the projection Eq. (4) can be eliminated. This identity is used to obtain the identity operator \( \hat{I} \) by averaging many realizations of the projection with different phase sets \( \bar{\theta} \):

\[
\hat{I} = \lim_{k \to \infty} \left( \frac{1}{K} \sum_{k=1}^{K} | \Phi(\bar{\theta}_k) \rangle \langle \Phi(\bar{\theta}_k) | \right) ,
\]

where \( \bar{\theta}_k \) is the \( k \)th realization of the random phase set \( \bar{\theta} \). This identity can be employed to construct the thermal state by averaging an ensemble of random thermal wavefunctions

\[
\rho_\beta = \frac{1}{Z} e^{-|\beta|^2 \hat{H}} \hat{I} e^{-|\beta|^2 \hat{H}} ,
\]

\[
= \lim_{k \to \infty} \frac{1}{Z} \left( \frac{1}{K} \sum_{k=1}^{K} | \Phi \left( \frac{\beta}{2}, \bar{\theta}_k \right) \rangle \langle \Phi \left( \frac{\beta}{2}, \bar{\theta}_k \right) | \right) ,
\]

where the random thermal wavefunction becomes

\[
| \Phi \left( \frac{\beta}{2}, \bar{\theta}_k \right) \rangle = e^{-|\beta|^2 \hat{H}} | \Phi(\bar{\theta}) \rangle .
\]

The advantage of Eq. (8) is that the random thermal wavefunction can be obtained by propagating an initial random phase wavefunction in imaginary time \( \beta/2 \). Using this construction a thermal average of an observable \( \langle \hat{A} \rangle_\beta \) becomes

\[
\langle \hat{A} \rangle_\beta = \text{tr} \{ \rho_\beta \hat{A} \}
\]

\[
= \lim_{k \to \infty} \frac{1}{Z} \left( \frac{1}{K} \sum_{k=1}^{K} \langle \Phi \left( \frac{\beta}{2}, \bar{\theta}_k \right) | \hat{A} | \Phi \left( \frac{\beta}{2}, \bar{\theta}_k \right) \rangle \right) .
\]
of the representative mode \(m\). More than one effective bath can be employed, each related to a different dissipative phenomenon. As an example a system-bath coupling inducing vibrational dissipation has the form

\[
\hat{H}_{SB} = f(\hat{R}) \otimes \sum_m d_m (\hat{\sigma}_m^+ + \hat{\sigma}_m^-),
\]

where \(f(\hat{R})\) is a function of the system displacement operator. The constants \(d_m\) are determined from the spectral density \(\overline{J}(\bar{\nu}_m)\):

\[
d_m = \sqrt{\overline{J}(\bar{\nu}_m)/\rho(\bar{\nu}_m)},
\]

where \(\rho(\bar{\nu}_m)\) is the density of states of the bath.

The observables are associated with operators of the primary system. They are determined from the reduced system density operator: \(\hat{\rho}_S(\hat{R}, \hat{R}') = \text{tr}_B\{\hat{\Psi}(\hat{R})\langle\hat{\Psi}(\hat{R}')\}\}\), where \(\text{tr}_B\{\}\) is a partial trace over the bath degrees of freedom. That is, the system density operator is constructed from the total system-bath wave function.

The combined system is initiated in a stationary thermal equilibrium state. The dynamics is induced by an external time-dependent perturbation

\[
\hat{H} = \hat{H}_0 + \hat{H}_{int}(t) \otimes \hat{I}_B.
\]

For an excitation by an electromagnetic field, the interaction is described by the time-dependent Hamiltonian

\[
\hat{H}_{int}(t) = -\hat{\mu} \cdot \hat{E}(t),
\]

where \(\hat{\mu}\) denotes the dipole moment operator and \(\hat{E}(t)\) is an external electric field. Any coupling to the bath degrees of freedom is neglected.

The main idea of the Surrogate Hamiltonian method is that the infinite bath is replaced by a finite number of representative modes. Since within a finite interval of time, the system cannot resolve the full density of the bath states, it is sufficient to replace the bath modes by a finite set. The sampling density in energy of this set is determined by the inverse of the time interval. The existence of the spectral density points the way to a convergent method of sampling the bath by a finite number of modes. The finite bath of \(M\) spins is constructed with a system-bath coupling term which in the limit \(M \to \infty\) converges to the given spectral density of the full bath. The Surrogate Hamiltonian, consisting of a finite number of bath modes, faithfully represents the dynamics of the observable system for a finite time. Higher order system-bath coupling schemes describing dephasing have also been developed [3].

### 2.3. Numerical details

The state of the system combined with the bath is described by a \(2^M\)-dimensional spinor \(\hat{\Psi}(\hat{R})\) with \(M\) being the number of the bath modes. In the case of a one mode bath \(M = 1\), for example, the total wavefunction is represented as a two-component spinor

\[
\hat{\Psi}(\hat{R}) = \begin{pmatrix} \phi_0(\hat{R}) \\ \phi_1(\hat{R}) \end{pmatrix}.
\]

The “0” component corresponds to spin down while the “1” component to spin up. Each spinor component \(\phi_m(\hat{R})\) is defined on the equally spaced grid with \(N\) grid points. The spinor is bit-ordered, and for the general \(M\) case, the \(m\)th bit set in the spinor index corresponds to the \(m\)th two-level-system (TLS) mode excited where the counting of bits starts at \(m = 0\). The wave function representation is designed to perform sums of spin operators efficiently. The detailed algorithm for applying the bath operators has already been given for the general case of an \(M\) mode bath [2,3]. The numerical effort scales quasi-linearly \((L \log L)\) in the number of spinor components. The algorithm contains all possible system-bath correlations it is also possible to restrict the number of simultaneous bath excitations [4].

The primary system is represented by the Fourier method [15], which allows a faithful description of multidimensional systems with arbitrary potential shapes. The dynamics of the system combined with the bath is generated by solving the time-dependent Schrödinger equation

\[
|\hat{\Psi}(t)\rangle = \hat{U}(t)|\hat{\Psi}(0)\rangle = e^{-i\hat{H}t}|\hat{\Psi}(0)\rangle.
\]

The system observables are determined from the reduced system density operator

\[
\hat{\rho}_S(t) = \text{Tr}_B\{\hat{U}(t)|\hat{\Psi}(0)\rangle \langle\hat{\Psi}(0)|\hat{U}^\dagger(t)\}\}.
\]
where $\text{Tr}_B\{\cdot\}$ denotes a partial trace over the bath
degrees of freedom.

**Method A:** The numerical implementation of the algorithm is as follows:
1. The first step is to build the initial random phase wavefunction $\Psi(\vec{R}, \bar{\theta})$. On each equally spaced grid point $k$ the wavefunction is assigned a random value $e^{i\theta_k}$, where $\theta_k$ is a real number, $0 \leq \theta_k \leq 2\pi$. Each spinor component is also multiplied by $e^{i\theta_k}$.
2. The random wavefunction $\Psi(\vec{R}, \bar{\theta})$ is propagated for an imaginary time $\beta/2$ by the thermal propagator $e^{-i(\beta/2)\hat{H}_0}$. The Newton propagation technique is used [16]. This random phase wavepacket is normalized, leading to $\Psi(\beta/2, \vec{R}, \bar{\theta})$.
3. The thermal random wavefunction is now used as an initial state for a dynamical simulation propagated in real time. This includes an explicit time dependence of the Hamiltonian induced by an external field. The propagation is cut to short time segments and for each segment $e^{-i\hat{H}_s\tau}$ is applied. The Chebychev method [13] is used to compute the evolution operator. For time-dependent Hamiltonian, the Chebychev propagator remains stable with a slightly different scaling [17].
4. The relevant dynamical observables of the primary system are calculated.
5. The simulation is repeated, many times, with different sets of initial random wavefunctions (steps 1–4).
6. The final step is to average all the results obtained for different sets of random phases.

**Method B:** An alternative method for obtaining the random phase wavefunction is based on the assumption that the eigenvalues of $\hat{H}_0$ are quasi-random. A propagation in real time $e^{-i\hat{H}_s\tau}$ for a random period $\tau$, will multiply to each eigenvalue component by a random phase $e^{-i\theta_k}$, where $\theta_k = E_k \tau$.
1. A wavefunction is constructed with equal amplitude in all components $\psi(\vec{R})$.
2. The wavepacket is propagated in imaginary time $\beta/2$ by $e^{-i(\beta/2)\hat{H}_0}$ and normalized, leading to $\psi(\beta/2, \vec{R})$.
3. The resulting wavefunction is propagated for a random real period $e^{-i\hat{H}_s\tau}$, leading to $\psi(\tau, \beta/2, \vec{R})$. The random time is chosen to be on the same order as the simulation periods $(\tau \sim t_{\text{sim}})$.
4. The wavefunction is then used as an initial state for the dynamical simulation where the propagation includes the effect of the external field $e^{-i\hat{H}_\text{ext}}$.
5. The process (1–4) is repeated and averaged.

### 2.4. Numerical scaling

The required computational resources in CPU time of the different thermal averaging methods determines their applicability. The framework for estimating the numerical scaling of the simulation is set by the energy range $\Delta E_{\text{range}} = E_{\text{max}} - E_{\text{min}}$ and the time scale $t_{\text{sim}}$. The elementary step of the simulation is to perform the operation of the Hamiltonian on the wavefunction $\phi = \hat{H}\psi$. When the Fourier method is used for the primary system, and the Surrogate Hamiltonian method for the bath, the scaling of this elementary step becomes $O(L \log L) = O(2^M M \cdot N \log N)$ [18] (see Table 1).

The zero temperature simulation will serve as a reference to the cost of thermal averaging. There are two steps to the calculation. The first is finding the lowest energy state. This can be done by propagation in imaginary time $\tau$. It is sufficient considering the required energy resolution to propagate to a time scale of $\tau = t_{\text{sim}}$. The number of propagation steps would be $n \approx \frac{1}{2} \sqrt{t_{\text{sim}} \cdot \Delta E_{\text{range}}}$ [13]. The simulation itself would require a larger number of propagation steps of the order of $n \approx t_{\text{sim}} / \Delta E_{\text{range}}$ [19]. The simulation effort will therefore scale as: $O(2^M N_0 \log N_0)$ or as $O(M^2 M) \sim O(2^M)$ with the number of bath modes.

For finite temperature the numerical effort of the direct approach requires obtaining $J$ eigenfunctions and in addition $J$ real time propagations for a period $t_{\text{sim}}$ of each eigenvalue. $J$ is determined

| Number of grid points | $N$ |
| Number of bath modes | $M$ |
| Dimension of $\mathcal{S} \otimes \mathcal{H}$ | $L = N \cdot 2^M$ |
| Number of eigenstates in the direct averaging | $J$ |
| Number of random phase sets | $K$ |
by the condition that the Boltzmann weight is smaller than a tolerance $e^{-BE_j}/Z \ll e$. Assuming an even distribution of eigenvalues $E_j \approx \Delta E_{\text{range}} J/L$, leads to the estimation of $J$:

$$J \approx 1 + \frac{-k_b \log(Z)}{\Delta E_{\text{range}}} LT. \quad (20)$$

In Eq. (20) $J$ scales linearly with temperature $T$ and exponentially $O(2^M)$ with the number of bath modes. If $J$ is small, i.e. $J \ll 200$, the total numerical cost is $J$ times the cost of the zero temperature calculation. This means that the numerical cost should scale as $O(2^M)$. When $J$ becomes large the cost of obtaining the $J$ eigenfunctions overcomes the cost of propagation. The numerical scaling of eigenfunction selection becomes proportional to $\sim J^3$, leading to an exponential scaling of $O(2^M)$ with respect to the number of bath modes. This is the reason that the direct method is practically restricted to low temperature simulations.

The numerical effort of the random phase thermal wavefunction method is split into the computation cost of obtaining the thermal wavefunction and cost of the $K$ propagations of the wavefunction to obtain the thermal averaging. Both random method require an initial propagation in imaginary time $\tau = \beta/2$. The numerical effort is small compared to the real time propagation for $t = t_{\text{sim}}$. The numerical effort in randomization by real time propagation is approximately equivalent to the propagation effort required in the simulation. $\tau = 10\%t_{\text{sim}}$ was found to be sufficient. This means that the numerical effort is $K$ times the effort at zero temperature. The number $K$ can be estimated from Eq. (10) and depends on the functional dependence of $\lambda(L)$ on $L$. In the analyzed result (cf. Section 3) it was found that due to self averaging $\lambda(L)$ is a decreasing function of $L$. This means that the numerical scaling of the method with respect to the number of bath modes becomes equivalent to the zero temperature case of $O(2^M)$.

3. Results

The illustrative example chosen to test the methods models a typical simulation of ultrafast spectroscopy in condensed phases. A molecule which is first equilibrated with its solvent is subject to a short EM pulse. In the model the molecule is described as a Morse oscillator $V(\mathbf{X}) = D(e^{-2X} - 2e^{-X})$ where $\mathbf{X} = \mathbf{R} - \mathbf{R}_{\text{eq}}$, is linearly coupled to the dissipative bath. The bath, assumed to be ohmic, is described by its spectral density

$$J(\epsilon) = \gamma \epsilon e^{-\epsilon/\epsilon_c}. \quad (21)$$

The dimensionless parameter $\gamma$ determines the strength of coupling and $\epsilon_c$ is a cutoff frequency. A finite bath with equally spaced sampling of the energy range was used. The primary system parameters were chosen as $D = 0.05$, $\alpha = 2.0$, and $\mu = 10^5$ (all in atomic units).

To simulate directly the absorption spectrum a short electromagnetic pulse is applied to the system. The corresponding electric field has the following time-dependent form:

$$E(t) = \delta_0 \sin^2 \left[ \frac{\pi (t-t_0)}{p} \right] \cos(\omega_L t), \quad (22)$$

where $\delta_0$ is the electric field amplitude, $\omega_L$ is the laser carrier frequency, and $p$ is the pulse duration. The laser field has the $\sin^2$ form. Other pulse shapes, such a Gaussian resulted in essentially similar results.

The laser parameters were chosen as $\delta_0 = 0.001$ a.u. and $t_p = 1000$ fs. The temperature was chosen to be relatively high $k_bT = \omega_0h (\omega_0 = \alpha \sqrt{2D}/\mu)$, so that at least several of the vibrational energy levels are populated.

3.1. Power absorption

The thermal averaged absorption spectrum was calculated using the methods described above. A non-perturbative direct method is employed applicable to strong or weak fields. The power absorbed or emitted from the radiation field is given by the expectation value [20]

$$\varphi = \left\langle \frac{\partial \mathcal{H}_{\text{int}}}{\partial t} \right\rangle = \text{Tr}_{\mathcal{S}} \left\{ \hat{\rho}_S \frac{\partial \mathcal{H}_{\text{int}}}{\partial t} \right\} \quad (23)$$

To obtain the total energy $\Delta E$ absorbed by a pulse, Eq. (23) is integrated for the total pulse duration. By varying the carrier frequency $\omega_L$ of the pulse
and calculating $\Delta E$, a spectrum of absorbed energy vs frequency was obtained.

The bath parameters were chosen as $\gamma = 4.0$ and $\epsilon_c = 1.5\hbar \omega_0$ and with a 5-modes bath ($M = 5$), the Surrogate Hamiltonian method converges to a timescale of the pulse duration.

As a reference, the power was calculated directly by finding the first $J$ eigenfunctions of $H_0$. The simulation including the pulse was run for each eigenfunction and Boltzmann averaged.

For $M = 3$ and $k_bT = \omega_0$ the required number of eigenstates $J \approx 30$, however, for $M = 9$ bath $J \approx 1420$.

The direct thermal averaging results were then compared with the random phase thermal wavefunction results. The convergence of the absorbed power with $K$ random phase sets is shown in Fig. 1. For $K > 50$ the agreement between two calculations is quantitatively good. The random nature is demonstrated in Fig. 2 showing that the statistical error decreases linearly with $1/\sqrt{K}$. The function $\lambda(L)$ Eq. (10) which measures the self-averaging property is shown in Fig. 2. The best power dependence fit through the data $\lambda(L) \sim L^{\gamma}$ is found to be $\gamma \approx \frac{1}{2}$, $(0.45 \pm 0.09$ for $k_bT = \omega_0$), which means that the observable $\mathcal{P}$ is self-averaging.
3.2. Correlation functions

The dipole correlation function is a more stringent test since it depends directly on the dephasing rate. The dipole autocorrelation function was calculated using the Surrogate Hamiltonian without explicitly including the external field

\[ C(t) = \text{Tr}_S\{\hat{\rho}_s \hat{M}\}, \tag{24} \]

where \( \hat{M} = \hat{\mu} e^{-iHt} \hat{\mu} e^{iHt} \) and \( \hat{\mu} \propto \hat{X} \) is the actual dipole function.

Fig. 3 shows the dipole autocorrelation function calculated by Eq. (24) for finite temperature. The initial state for the time propagation was chosen as a random phase thermal wavepacket. Then, the initial state was operated on by the position operator of the oscillator and then was propagated in time. The calculations were performed with an increasing number of the bath modes which progressively pushed the converged part of the approximation to longer times. The thermal averaging was performed using an increasing number of random phase sets. Reasonably accurate results were obtained with \( K = 100 \) random phase sets.

Fig. 4 shows the the expectation value of the position \( \hat{X} \) of the oscillator after applying the short pulse. The pulse duration was chosen as \( t_p = 500 \) fs. The bath parameters are the same as with the previous calculations. The convergence was obtained for a relatively large number of sets.

A comparison of the scaling of the numerical effort between the direct and random methods is shown in Fig. 5. The total power absorbed by the system at \( \omega_{\text{max}} \) was calculated for two different temperatures and an increasing number of bath modes. The direct thermal averaging shows the expected increase in the numerical effort with the number of bath modes, as well as the increase of numerical effort with temperature. In particular, the number of \( J \) grows linearly with increasing the system size \( L \) and the temperature \( T \). However, for a larger number of the bath modes \( M > 11 \), the cost of obtaining the \( J \) eigenfunctions should overcome the cost of propagation. Thus, the total CPU time in the direct method will grow as \( O(L^3) \).

The numerical effort required by the random phase method depends on the desired accuracy. The number of the propagations \( K \) that are necessary to achieve a given accuracy \( \sigma \) depends on the system size \( L \) and the temperature \( T \). Determining \( \lambda(L) \) by fitting Eq. (10) to the simulated data, cf. Fig. 2, we found that \( K(L) \) decreases with \( L \) as \( K(L) \sim L^{-1/2} \). This means that, in order to achieve a constant statistical error in the simulation results when the system size \( L \) is increased, the
number of random phase sets \( K \) is decreased. It follows that for large system size i.e. a large number of the bath modes \( M \) and for high temperature the random phase simulation will always require less CPU time than the direct method. According to Fig. 5 for \( k_b T = \omega_0 \), the random method becomes more efficient for \( M > 6 \), and when \( k_b T = 0.5\omega_0 \) for \( M > 7 \). The two alternative ways for constructing the random wavepacket gave similar results. The additional computational effort required in method B to randomize the phase by real time propagation was found to be insignificant.

A dominant source of computational error in the random phase method is associated with the choice of the initial wavefunction. This wavefunction should consist of equal amplitude of all the states of the combined Hilbert space \( \mathcal{H}_S \otimes \mathcal{H}_B \). Good results were obtained by choosing an initial wavefunction as a \( \delta \) function in coordinates that is located at the minimum of the potential while each spinor component has an equal amplitude and a different phase. The numerical tests also confirm that the actual CPU times follow the scaling arguments.

4. Discussion

An interesting issue is the source of the observed self averaging. The numerical tests indicate that the size of the statistical pool is \( \sim K \cdot L \), this means that there is strong self averaging proportional to the number of states in the Hilbert space. A possible reason is the local character of the observables which depend only on the primary systems operators. For sufficiently strong system-bath coupling we found that the eigenvalue spacing distribution is Wigner like [21]. For weak system-bath coupling a Poisson spacing distribution was found and the self-averaging phenomena was less pronounced. These issues will be the subject of future studies.

The Surrogate Hamiltonian method has been shown to be an effective scheme for simulating quantum transient phenomena taking place in a condensed phase environment. The method is applicable for short time phenomena where the timescale limits the energy resolution of the problem. The original construction was limited to phenomena close to zero temperature. Finite temperature calculations required averaging a substantial number of initial states where the number of these states increased exponentially with the number of bath modes.

The random phase method, introduced in this study, obtains converged results for thermally averaged observables by only averaging a small number of randomly chosen initial states. Moreover the number of initial states \( K \) required to obtain convergence is a decreasing function of the system size \( L \) for the strong system-bath coupling and decreases with temperature. This finding means that the Surrogate Hamiltonian method has the same scaling properties for the zero temperature simulation as well as for the finite temperature simulations. Moreover the finite temperature simulations can be run in parallel since each random phase run is independent of the others. As a consequence, the Surrogate Hamiltonian method can be applied practically for moderate temperature simulations, when the bath modes do not saturate [22].

It should be mentioned that the present thermal random phase method is not restricted to the Surrogate Hamiltonian approach. The basic
construction is representation independent. The random phase method could be applied almost as is to numerical simulations of spin-bath decoherence [23]. The method could also be used for thermal averaging in the multi-configuration time-dependent Hartree application to dissipative dynamics [24].
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