Dissipative dynamics of a system passing through a conical intersection: Ultrafast pump-probe observables
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The dynamics of a system incorporating a conical intersection, in the presence of a dissipative environment, is studied with the purpose of identifying observable ultrafast spectroscopic signatures. A model system consisting of two vibronically coupled electronic states with two nuclear degrees of freedom is constructed. Dissipation is treated by two different methods, Lindblad semigroup formalism and the surrogate Hamiltonian approach. Pump-probe experimental expectation values such as transient emission and transient absorption are calculated and compared to the adiabatic and diabatic population transfer. The ultrafast population transfer reflecting the conical intersection is not mirrored in transient absorption measurements such as the recovery of the bleach. Emission from the excited state can be suppressed on the ultrafast time scale, but the existence of a conical intersection is only one of the possible mechanisms that can provide ultrafast damping of emission. © 2005 American Institute of Physics. [DOI: 10.1063/1.2032968]

I. INTRODUCTION

The Born–Oppenheimer1 separation of nuclear and electronic motions is the enabler of nearly all our knowledge of molecular structure and dynamics. The adiabatic separation on which this principle is based, however, is never exactly correct, and there are instances where it fails substantially. The simplest example is probably nonradiative decay,2 brought on by vibronic coupling.3 In the standard Landau–Zener approach,4–7 motion along one coordinate modulates the nonadiabatic transition among electronic states. While the coupling is most easily envisaged along one coordinate, generalizing the Landau–Zener approach to multiple coordinates lies at the heart of contemporary models for electron transfer8 and for nonradiative decay.2

Within the Landau–Zener picture, the nonadiabatic mixing is generally treated as a constant, invariant in the vibrational coordinates. More physically, this constant is sometimes modulated by a contour function (generally Gaussian), which limits the mixing to the region in which the different electronic potential energy surfaces come close to one another. More complicated nonadiabatic processes involve conical intersections.9,10 These can exist in any dimensionality greater than one, so the simplest is the two-dimensional conical intersection. Here the symmetry is such that the diabatic curves cross in an \((n-1)\) dimensional seam. In the adiabatic representation, the curves actually cross at a single point, because of the symmetry (odd in one of the coordinates) of the vibronic coupling. More complicated structures (higher-dimensional conical intersections, asymmetric conical intersections, pairs or clusters of conical intersections) can also occur. They are common for larger organic molecules,11–13 and they offer complex higher-order mixing patterns in the dynamics.

Because of the different geometry of curve crossing between isolated Landau–Zener-avoided crossings and higher-dimensional conical intersections, population transfer can be very rapid in the conical case. This is what led to the original interest in conical intersections, and it has been extensively discussed, particularly using density operator methods.14–18

The organic literature12,19 broadly uses conical intersections to discuss subpicosecond transitions. There is extensive and elegant analyses, including simulations, more formal analyses, and careful experimental comparisons.

In this paper, we focus on decay of photoexcited states, and on the experimental observables of luminescence, pump-probe spectra, and recovery of the bleach. All of these are governed not only by the population dynamics, but also by the value of the transition dipole moment and by energy redistribution. Hence it is necessary to deal not only with the electronic state population, but also with the energy distribution. In nearly all cases, then, we have in addition to the curve crossing problem an intramolecular vibrational relax-
II. THEORY

A. The model

The study of dissipative effects on nonadiabatic dynamics of multidimensional systems is not a trivial task. The main obstacle in modeling such systems is rooted in the exponential growth in complexity with the number of degrees of freedom. Significant simplifications can be achieved by partitioning the total system into a primary part and a bath describing the environment.\(^{32}\) The Hamiltonian of such a combined system is given by

\[ \hat{H} = \hat{H}_{S} \otimes I_{B} + \hat{H}_{B} + \hat{H}_{SB} + \hat{H}_{SF}(t), \]  

(1)

where \(\hat{H}_{S}\) is the Hamiltonian of the primary system, \(\hat{H}_{B}\) is the bath Hamiltonian, and \(\hat{H}_{SB}\) describes the interaction between the system and the bath. The time-dependent interaction of the system with the external electromagnetic field is represented by \(\hat{H}_{SF}(t)\).

The primary system usually consists of a few physically relevant degrees of freedom, which are treated explicitly. The bath, on the other hand, consists of an infinite number degrees of freedom and enters the model implicitly, i.e., only its influence on the primary system is important. In the context of conical intersections, the bath may describe a condensed-phase environment, as well as the molecule’s inactive modes.

Let us consider the simplest model of a symmetry-allowed conical intersection\(^{9,10,33}\). It includes two electronic states \(g\) and \(e\) and two vibrational modes: the totally symmetric and the totally antisymmetric modes of the ground electronic state, and some aspects of IVR and phase environment, as well as the molecule’s inactive modes.

Using this bath model, while the population transfer is indeed in the subpicosecond regime, the bleach recovery is dominated by subsequent dephasing and IVR, and therefore can proceed far more slowly. While the two-dimensional coupling scheme can mix states very rapidly, it cannot by itself (in the absence of ultrafast IVR or dephasing) lead to the fast bleach recovery. These observations have several implications: they suggest, for example, that the occurrences of 100 fs time-scale bleach recovery in transition metal complexes in solution\(^{29–31}\) might be better explained by simple avoided crossings with strong outer sphere reorganization coupling terms than by invoking a conical intersection. They also suggest that conical mixing symmetry is not itself sufficient to generate femtosecond bleach recovery or relaxation.

The article is organized as follows. Section II A outlines the formal structure of the model, Sec. II B reviews the surrogate Hamiltonian approach, while the semigroup method is described in Sec. II C. The connection to observables is discussed in Sec. II D. Actual results are presented in Sec. III, and some remarks are made in the concluding section.
dynamics. This possibility will be excluded in the present study.

The coupling with the radiation is described by the semi-classical time-dependent Hamiltonian

\[ \hat{H}_{SF} = \begin{pmatrix} 0 & -e(t) \hat{\mu}_r \\ -e(t) \hat{\mu}_r & 0 \end{pmatrix} \otimes 1_B, \]  

(5)

where \( \hat{\mu}_r = \hat{\mu}_r(\hat{Q}_0, \hat{Q}_i) \) is the electronic transition dipole operator, which is a function of the nuclear configuration. \( e(t) \) is the time-dependent electric field. In the large wavelength limit the spatial dependence of \( e(t) \) is ignored.

**B. The surrogate Hamiltonian**

The surrogate Hamiltonian method is based on the idea that for sufficiently short times the system is not able to resolve the full density of the bath states. Therefore it is possible to replace an infinite number of the bath modes by a finite set of representative modes. This new “surrogate” Hamiltonian faithfully represents the dynamics of the primary system under the influence of an infinite bath for a finite time.

The starting point is to decompose the bath into a sum of single mode Hamiltonians \( \hat{h}_i \):

\[ \hat{H}_B = \sum_i^N \hat{h}_i \]  

(6)

For the surrogate Hamiltonian a bath of two-level systems (TLS) is employed:

\[ \hat{h}_i = \hbar \omega_i \hat{\sigma}_i^+ \hat{\sigma}_i, \]  

(7)

where \( \hat{\sigma}_i^+ \), \( \hat{\sigma}_i \) are the standard spin creation and annihilation operators of mode \( i \) with gap \( \omega_i \).

The interaction between system and bath is described by the Hamiltonian \( \hat{H}_{SB} \), which can be decomposed into a sum of products of system and bath operators without loss of generality. The system-bath interaction \( \hat{H}_{SB} \) can be partitioned into terms describing different physical processes. The most general bilinear form for vibrational relaxation is given by the operator

\[ \hat{H}_{SB}^{vr} = \left( \begin{pmatrix} f_g(\hat{Q}_0, \hat{Q}_i) & 0 \\ 0 & f_c(\hat{Q}_0, \hat{Q}_i) \end{pmatrix} \right) \otimes \sum_{\alpha=0,c} \sum_j^{N} \lambda_j^{\alpha} (\hat{\sigma}_i^{\alpha \dagger} + \hat{\sigma}_i^{\alpha}), \]  

(8)

where \( f(\hat{Q}_0, \hat{Q}_i) \) is a function of the system coordinate(s) operator. The system-bath coupling can vary between the ground and the excited potentials.

In the weak system-bath coupling regime the influence of the bath on the primary system is fully characterized by the spectral density function \( J(\omega) \):

\[ J(\omega) = \sum_i \left| \lambda_i \right|^2 \delta(\omega - \omega_i). \]  

(9)

Use of the density of states \( \rho(\omega) = (\omega_{i+1} - \omega_i)^{-1} \) in place of the delta function in Eq. (9) determines the coupling constants.

\[ \lambda_i = \sqrt{\rho(\omega_i)} J(\omega_i). \]  

(10)

The sampling density in energy of this set is determined by the inverse of the time interval. The finite bath of \( N \) spins is constructed with a system-bath coupling term, which in the limit \( N \to \infty \) converges to the given spectral density of the full bath. The surrogate Hamiltonian, consists of a finite number of bath modes, and it is therefore limited to representing the dynamics of the investigated system for a finite time (shorter than the Poincaré period at which recurrences appear). These recurrences are caused by the finite size of the bath so that after some time the energy flow into the bath partly is reversed.

Within the surrogate Hamiltonian method, it is straightforward to introduce into the model different system-bath interaction mechanisms, such as electronic and vibrational pure dephasing. The process of dephasing corresponds physically to fluctuations in the values of the system energies—electronic dephasing is then the fluctuation in the electronic energy levels, while vibrational dephasing describes changes in the vibrational energies. A qualitative picture of pure dephasing is based on an almost elastic exchange of energy between bath modes, which alters the accumulated phase of the system. For electronic dephasing, the bath modulates the electronic excitation:

\[ \hat{H}_{SB}^{ed} = \Delta_V(\hat{Q}_0, \hat{Q}_i) \frac{1}{2} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \otimes \sum_{ij} c_{ij}^e \hat{\sigma}_i^+ \hat{\sigma}_j^{\dagger} + \hat{\sigma}_i^\dagger \hat{\sigma}_j, \]  

(11)

\( \Delta_V(\hat{Q}_0, \hat{Q}_i) \) is the difference potential describing the dependence of the modulation on the nuclear displacement. The coefficients \( c_{ij} \) are biased to represent almost elastic encounters,

\[ c_{ij} = \tilde{c} e^{-(\omega_i - \omega_j)^2/2\sigma_{\omega}^2}. \]  

(12)

with \( \tilde{c} \) a global dephasing parameter, and \( \sigma_{\omega} \) determines the inelastic width. The dephasing rate is proportional to the square of the band width of \( c_{ij} \).

For vibrational dephasing, the bath modulates the vibrational Hamiltonian:

\[ \hat{H}_{SB}^{vd} = \begin{pmatrix} \hat{H}_g & 0 \\ 0 & \hat{H}_c \end{pmatrix} \otimes \sum_{ij} c_{ij}^{vd} \hat{\sigma}_i^+ \hat{\sigma}_j^{\dagger} + \hat{\sigma}_i^{\dagger} \hat{\sigma}_j. \]  

(13)

In order to activate a pure dephasing process, the bath modes must be initially populated. The detailed algorithm of applying Eqs. (11)–(13) has been described in Ref. 36.

The full surrogate Hamiltonian contains all possible correlations between the primary system and the environment. The combined system-bath state is described by a \( 2^N \)-dimensional spinor with \( N \) being the number of bath modes. The spinor is bit ordered, i.e., the \( i \)th bit set in the spinor index corresponds to the \( j \)th TLS mode, which is excited if the counting of bits starts at \( j = 0 \). The dimension \( 2^N \) results from the total number of possibilities to combine two states \( N \) times.
In the weak coupling limit considering all $2^N$ possibilities of combining the bath modes might not be necessary. Thus for short time dynamics, it is possible to restrict the number of simultaneous bath excitations.

The spin bath employed by the surrogate Hamiltonian has its origin in a tight binding model of condensed phase. It represents in general a different physical model than the widely used model bath of noninteracting harmonic oscillators. However, a recently performed comparison has shown that the dynamics induced by two baths (even in the strong coupling limit) are very similar.

Observables associated with operators of the primary system are determined from the reduced system density operator: $\hat{\rho}_S(\{\hat{Q},\hat{Q}'\})=\text{tr}_B[\{\Psi(\{\hat{Q}\})\Psi(\{\hat{Q}'\})\}]$, where $\text{tr}_B[\{\cdot\}]$ is a partial trace over the bath degrees of freedom. The system density operator is constructed from the total system-bath wave function and only this function is propagated. A grid representation is used to represent each spinor component of the wave function. The kinetic energy operator is applied in Fourier space employing fast Fourier transform, and the Chebychev method is used to compute the evolution operator. Numerical details for applying the bath operators have been described in Refs. 28 and 36.

**C. Reduced dynamics in the density operator representation**

The reduced dynamics approach is constructed to avoid the size scaling of a full treatment, allowing a computational scheme able to simulate a dynamical encounter from first principles. The equations of motion are solved explicitly for a primary system, while the bath is treated implicitly. The approach requires equations of motion for the subsystem which are based on Lindblad formalism of semigroup dynamics. One advantage of the semigroup approach is that the computational cost scales linearly with the propagation time, unlike the exponential scaling of the surrogate Hamiltonian. A disadvantage is that it is formulated in Liouville space, which squares the number of required representation points in comparison to a wave function description of the surrogate Hamiltonian method. In addition, there is a hidden assumption of an uncorrelated initial state of the system and the bath. One starting point is to formulate the time evolution equations as an integrodifferential equation:

$$\frac{d}{dt} \hat{\rho}_S = \mathcal{L}_S(\hat{\rho}_S) + \int_0^t \mathcal{K}(t, \tau) \hat{\rho}_S(\tau) d\tau,$$

where $\mathcal{L}_S$ is the system’s free Liouville operator and $\mathcal{K}$ is a memory kernel which includes implicitly the bath dynamics. A key ingredient in the formulation is that the combined system-bath dynamics is generated by a unitary evolution $\hat{\rho}(t)=\text{tr}[\hat{U}(t)\hat{\rho}_S(0)\otimes \hat{\rho}_B(0)\hat{U}^\dagger(t)]$. Such a construction leads to formal restriction on the subsystem equation of motion known as complete positivity, meaning physically, that no populations of the combined system and bath) should be negative. In the Markovian limit, under the conditions of the complete positivity, the reduced equation of motion can be diagonalized to the Lindblad form:

$$\frac{d}{dt} \hat{\rho}_S = -\frac{i}{\hbar}[\hat{H}_S, \hat{\rho}_S] + \sum_j \left( \hat{F}_j \hat{\rho}_S \hat{F}_j^\dagger - \frac{1}{2} \{\hat{F}_j^\dagger, \hat{F}_j, \hat{\rho}_S\} \right),$$

where $\hat{F}_j$ are the Lindblad operators, representing the influence of the environment. $\{\hat{A}, \hat{B}\} = \hat{A}\hat{B} + \hat{B}\hat{A}$ is the commutator.

The nature of the bath is implied in the formulation of a specific Lindblad operator. Such operators can be constructed to display vibrational and electronic dissipation of the system in baths of different physical natures. The rate of dissipation is derived from the nature of the bath and the system-bath coupling.

The choice $\hat{F}_{\alpha\beta} = (\sqrt{\gamma_{\alpha\beta}/\hbar})\hat{H}$ dictates pure vibrational dephasing of the system ($\gamma_{\alpha\beta}$ is the rate and $\phi$ is the phase shift in time). $\hat{F}_{\alpha\beta} = (\sqrt{\gamma_{\alpha\beta}})\hat{e}(\hat{e}^\dagger - |\alpha\rangle\langle \alpha'|)$ represents electronic dephasing. For physical reasons we chose the electronic dephasing operator to be in the diabatic representation. The reason is that the major interaction with the environment is induced by the transition dipole of the molecule, proportional to $(\hat{e}(\hat{e}^\dagger - |\alpha\rangle\langle \alpha'|)$ in the Condon approximation and the diabatic representation.

Quantum intramolecular vibrational relaxation is achieved using equations of motion, which are consistent with complete positivity:

$$\frac{d}{dt} \hat{\rho}_S = -\frac{i}{\hbar}[\hat{H}_S, \hat{\rho}_S] - \frac{i}{2\hbar} \gamma \{\hat{q}_j, [\hat{\rho}_S, \hat{q}_j]\} - \frac{1}{\hbar^2} D_{pp}[\hat{q}_j, \{\hat{\rho}_S, \hat{q}_j\}]
- \frac{1}{\hbar^2} D_{qq}[\{\hat{p}_j, \hat{\rho}_S\}] - \frac{2}{\hbar^2} D_{pq}[\{\hat{q}_j, \hat{\rho}_S\}],$$

where thermal equilibrium imposes $D_{pp} = \gamma mk_b T$ and $D_{qq} = \kappa(\gamma^2/16mk_bT)$, $p$ and $q$ are momentum and space variables of the system. The $\kappa$ is a parameter larger than 1 (for $\kappa=4/3$ the model is Gaussian, and if $\kappa$ is larger, the model is Poisson-like). A cross diffusion term can be added: $D_{pq} = \gamma\Omega h^2/12 mk_b T$, where $\Omega$ is the frequency cutoff parameter.

It should be noticed that $D_{ij}$ terms are independent of the field.

**D. Stimulation of pump-probe experiment and time-dependent observables**

From the experimental point of view, the detection of ultrafast nonadiabatic processes becomes possible using femtosecond pump-probe techniques. These experiments provide information on the time scales of the processes under investigation. Nevertheless, the interpretation of the results remains a nontrivial task. A direct signature of the ultrafast dynamics in such experiments are transient modulations of optical observables, reflecting the promotion of ground and excited state vibrational modes. However, it is generally not possible to define the exact number of electronic states and vibrational modes involved in the nonadiabatic dynamics.

The present study aims to construct a simplified quantum dynamical model, including a conical intersection, and to apply the previously developed tools to simulate the pump-probe experiments.
The surrogate Hamiltonian simulations start with a fully correlated ground state, determined by propagating an initial guess function in imaginary time\(^5\) a with the total system-bath Hamiltonian:

\[
\Psi(\hat{Q}; \tau) = e^{-\frac{\tau}{\hbar} H_N} \Psi(\hat{Q}; 0). \tag{17}
\]

This initial state is the starting point for launching the pump-probe simulations. The use of the surrogate Hamiltonian has the advantage of a consistent treatment of initial correlations between the system and the bath, as well as explicit description of the pulse field and its influence on the system-bath interactions. Commonly in most computational studies of nonadiabatic processes, the initial state is prepared by a Franck-Condon transition from the ground state.\(^1\) This choice, however, ignores the system-bath correlations and the dynamical aspects of the pump pulse.

Upon applying the pump pulse, a significant fraction of the population is transferred to the excited state. Since the pump pulse has a Gaussian envelope in time:

\[
\epsilon(t) = \epsilon_0 e^{-\left(t - t_{\text{max}}\right)^2/2\sigma_t^2} e^{i\omega_t t}, \tag{18}
\]

and the carrier frequency \(\omega_c\) is chosen to match the difference between the ground and excited electronic potentials at the minimum of the ground state.

The probe pulse can be applied at any stage in the cycle of events. Typically, the probe pulse is short and weak. It can promote both, excitation, leading to the energy absorption, and deexcitation, resulting in stimulated emission. In this case a perturbative picture is justified and can save a significant computational effort. The total absorption from the probe pulse by an observable is thus represented by a window operator \(\hat{W}\). This operator describes a finite resolution position measurement:

\[
\Delta E = -\hbar \omega_2 \text{Tr} \left[ \hat{\rho}_g(t_p) \cdot \hat{W} \right]. \tag{19}
\]

The observation process is completed in a time duration proportional to the probe pulse duration \(t_p\). Equation (19) collapses the observation to a single instant of time \(t_p\). By employing time-dependent perturbation theory the window operator for a Gaussian-shaped probe pulse becomes\(^60,62\)

\[
\hat{W}(\hat{Q}, \hat{Q}') = \frac{\pi(t_p^2 \omega_c^2)}{\hbar^2} e^{-\Delta(\hat{Q})^2/\hbar^2} \hat{\rho}_g \left( \hat{Q} \right). \tag{20}
\]

where \(\hat{\rho}_g(\hat{Q})\) is the electronic projection operator, which selects the ground electronic state for transient absorption. For emission, the projection operator selects the excited electronic state. The window operator, Eq. (20), is a function of the probe central frequency \(\omega_c\):

\[
2 \Delta(\hat{Q}) = V_g(\hat{Q}) - \hat{V}_g(\hat{Q}) - \hbar \omega_c, \tag{21}
\]

i.e., \(2 \Delta(\hat{Q})\) is the difference potential relative to the probe frequency. The employment of the window operator assumes a random phase between the pump and probe pulses, eliminating interference effects. An interference between pump and probe excitations is also eliminated once the electronic dephasing is complete. The memory of the pump phase is stored in the transition dipole phase. This is erased once the relative phase between the ground and excited wave packets is lost by the electronic dephasing.\(^63\)

The present modeling of the pump-probe experiment enables us to investigate the population dynamics, as well as the energy distribution during the nonadiabatic dynamics. The dynamics of the excited electronic state is reflected in the stimulated-emission signal. The vibrational relaxation of the hot ground state population, on the other hand, cannot be monitored by the time evolution of the vibrational population or the stimulated emission. The transient absorption, however, reflects the energy redistribution, since it shows the returning of the system to its initial configuration. The ground-state absorption bleaching, induced by the pump probe, will exhibit the recovery, reflecting the curve crossing dynamics as well as the subsequent vibrational cooling.

Most studies of nonadiabatic processes involving conical intersections consider the overall electronic populations of the excited and the ground electronic states.\(^14,15,64,65\) In the case of open-system dynamics, the time-dependent population probabilities of the diabatic electronic states are defined as

\[
P^{di}_n(t) = \text{tr} \left[ \hat{N}^{di}_n(t) \hat{\rho}_g(t) \right], \tag{22}
\]

with \(\hat{N}^{di}_n\) being the projection operator of the \(n\)th electronic state in the diabatic representation. The reduced system density operator is defined as a partial trace over the bath degrees of freedom. The adiabatic electronic population is defined in a similar way by using diabatic-to-adiabatic transformation.\(^15\)

A question that naturally arises is how the population dynamics is monitored experimentally. This has been the leading argument in studies modeling femtosecond time-resolved experiments in systems incorporating conical intersections.\(^66,67\)

### III. RESULTS AND DISCUSSION

#### A. General

The diabatic potential energy surfaces are approximated by quadratic functions with linear intrastate couplings.\(^15\) Using dimensionless normal coordinates,

\[
V_g(\hat{Q}_0, \hat{Q}_c) = -\Delta_0 + \frac{\hbar \omega_c}{2} \hat{Q}_c^2 + \kappa_0 \hat{Q}_0 + \frac{\hbar \omega_c}{2} \hat{Q}_c^2, \tag{23}
\]

\[
V_c(\hat{Q}_0, \hat{Q}_c) = \Delta_0 + \frac{\hbar \omega_c}{2} \hat{Q}_c^2 + \kappa_0 \hat{Q}_0 + \frac{\hbar \omega_c}{2} \hat{Q}_c^2, \tag{24}
\]

where \(\omega_0\) and \(\omega_c\) are the vibrational frequencies of the totally symmetric mode \(Q_0\) and the coupling mode \(Q_c\) respectively. The \(2 \Delta_0\) denotes the vertical excitation energy and \(\kappa_{0/c}\) are the first-order intrastate electron-vibrational couplings.
The system parameters are chosen as follows (all in eV): \( \omega_0=0.074, \omega_0=0.0936, \kappa_1=-0.0964, \kappa_2=0.1194, \Delta=0.18 \Delta=0.4617 \) and the coordinates are dimensionless. The interstate coupling is described as

\[
V_d(Q_0, Q_0) = \Lambda Q e^{-i(Q_0 - Q_0)^2/2\sigma^2},
\]

with \( Q_0 \) being the point where the conical intersection occurs along the tuning mode, and \( \sigma \) is the breadth of the coupling function. The coupling strength is \( \Lambda=0.18 \) eV. The above geometry corresponds roughly to potential energy surfaces of the \( S_1(n \pi) \) and \( S_2(\pi \pi') \) excited states of pyrazine along the two normal modes \( \nu_0 \) (the tuning mode) and \( \nu_1 \) (the coupling mode). The ground electronic state \( S_0 \) of pyrazine lies about 3.94 eV lower than \( S_1 \). Here we use a simplified model with the ground state assumed to be \( S_1 \) to introduce the effect of the bleach recovery in a general way.

Figure 1 shows diabatic (a) and adiabatic (b) potential surfaces and Fig. 2 shows a close view of the conical intersection in the adiabatic representation, as well as the diabatic coupling, given by Eq. (25). The diabatic surfaces cross along the line \( [n-1]-dimensional seam \), while in an adiabatic representation, the potentials touch at a single point \( Q_0 \).

The influence of the bath on the primary system is characterized by the spectral density function \( J_d(\epsilon) \). For an Ohmic bath the damping rate is frequency independent and the spectral density in the continuum limit is given by

\[
J_d(\epsilon) = \eta_d \omega e^{-\omega/\omega_{cut}}
\]

for all frequencies \( \omega \) up to the cutoff frequency \( \omega_{cut} \). The coupling strength \( \eta_d \) for the specific mode is given by the ratio of the damping rate \( \gamma \) and the vibrational frequency of this mode \( \omega_{0ci} \). A finite bath with equally spaced sampling of the energy range is used in all calculations. The cutoff frequency is set to \( 2.5 \omega_{0ci} \), which defines the shortest time scale of the bath (about \( \tau_{bath}=20 \) fs). The time scale corresponding to the frequency spacing \( \Delta \omega \) defines the Poincaré period \( \tau_{rec} \). It should be larger than any other time scale of interest.

With \( \omega_{cut} \) fixed, this time becomes

\[
\tau_{rec} = \frac{2 \pi \Delta \omega}{2 \pi N \omega_{cut}}.
\]

Thus, with an increasing number of bath modes, the convergence progresses in time. In the present modeling the number of TLS is chosen to be \( N=30-40 \) (for different coupling strengths), which ensures that \( \tau_{rec} \) is greater than the overall simulation time. The calculations were performed in different interaction regimes identified by considering the relevant time scales: the weak coupling referring to \( \gamma^{-1}=750 \) fs \( \gg \tau_{osc}, \tau_{bath} \); and the intermediate situation characterized by \( \gamma^{-1}=75 \) fs = \( \tau_{osc} > \tau_{bath} \). The temperature of the bath has been
The number of bath modes is \( N \). The width approximately 10% of the ground state population was trans-
ferred to the excited state. The width of the first peak decreases, while the time of its decay remains unchanged. The influence of electronic dephasing (the dotted line in Fig. 3) is even more pronounced. Hence the emission signal does not show any quasiperiodic recurrences, caused by the population transfer back to the excited state. The periodic oscillations are almost damped down after 300 fs.

**1. Transient emission**

The excited state dynamics are reflected by the transient emission of the probe pulse (see the left panel of Fig. 3). After applying the pump pulse of 20 fs duration, about ~10% of the ground state population has been transferred to the electronic excited state. The excited wave packet starts to evolve and eventually reaches the vicinity of the conical intersection. A nonadiabatic population transfer to the ground state takes place within one vibrational period, which is seen as an initial ultrafast decay of the emission signal (~50 fs). The signal for the isolated system (full line) also shows quasiperiodic revivals caused by the nonadiabatic transfer back (recrossings) to the excited potential state. The coherent motions of the excited wave packet are reflected in the periodic oscillations of the signal.

In the presence of vibrational relaxation (dashed line in Fig. 3), the amplitude of the revivals drops down significantly already after 100 fs. However, the initial peak of the emission signal is almost unaffected by the dissipation. In the medium or strong coupling regimes (not shown), the amplitude of the first peak decreases, while the time of its decay (~50 fs) remains unchanged. The influence of electronic dephasing (the dotted line in Fig. 3) is even more pronounced. Hence the emission signal does not show any quasiperiodic recurrences, caused by the population transfer back to the excited state. The periodic oscillations are almost damped down after 300 fs.

![Figure 3](image1.png)

**FIG. 3.** Transient stimulated-emission signal (left) and its spectrum (right) for the two-mode system, incorporating a conical intersection. The pump and probe frequencies are chosen to correspond to vertical excitation from the bottom of the ground electronic potential. Solid lines: the isolated system; dashed lines: vibrational relaxation with weak system-bath coupling \((\eta = 0.01, \gamma = 750\text{ fs})\); dotted lines: vibrational relaxation \((\eta = 0.01)\) with medium electronic dephasing \((\bar{c}_e = 0.25)\). The number of bath modes is \( N = 30 \) with two simultaneous excitations allowed. Note the different scale for the spectrum of the isolated system (left ordinate in right panel).

![Figure 4](image2.png)

**FIG. 4.** Transient absorption signal (left) and its spectrum (right) for the two-mode system, involving conical intersection. The pump and probe frequencies are chosen to correspond to the bottom of the ground electronic potential. Solid lines: the isolated system; dashed lines: vibrational relaxation with weak system-bath coupling \((\eta = 0.01, \gamma = 750\text{ fs})\); dotted lines: vibrational relaxation \((\eta = 0.01)\) with medium electronic dephasing \((\bar{c}_e = 0.25)\). The number of bath modes is \( N = 30 \) and two simultaneous excitations are allowed in the surrogate bath.
Following the dynamics, it is found that the vibrational relaxation and the electronic dephasing effectively obstruct the recrossings of the population to the excited state. As a result, the emission signal turns off. The dissipation also damps the coherent motion of the excited wave packet, seen as an increase in the width of the spectrum of the signal.

The spectrum of the emission signal (Fig. 3, right) was obtained by using a filter-diagonalization method\(^\text{69–71}\) with a data window between 100 and 450 fs. For the isolated system (full line) it shows the first and second harmonics of the tuning mode \(Q_0\) as well as the fundamental of the coupling mode \(Q_c\). The latter indicates that during the internal conversion process the coupling mode becomes highly excited. These phenomena reflect the strong mixing induced by the conical intersection. Vibrational relaxation and electronic dephasing reduce the emission signal significantly (note the different scale in Fig. 3, right panel), by suppressing the recrossing process. Furthermore, vibrational relaxation leads to a finite width of the peaks, which increases with increasing system-bath coupling. The bath also red shifts the spectrum. Electronic dephasing causes a further broadening of the peaks and an additional red shift. It also diminishes completely the amplitude of the fundamental frequency of the coupling mode.

2. Transient absorption

The absorption of the probe (Fig. 4, left) reflects the dynamics of the ground electronic state. The transient absorption signal is calculated as the absorption of the probe without the pump pulse subtracted from the absorption of the probe with the pump. The initial decay of the absorption transient (bleach) reveals the loss of ground state population due to the pump pulse. Since the pump pulse excites \(\sim 10\%\) of the ground state population to the excited state, the ground state wave packet is only weakly perturbed by the excitation process. However, the “hole” left on the ground electronic surface is vibrationally excited and its appearance in the observation window of the probe is delayed by the time scale of vibrational relaxation. The “bleach” phenomenon is governed not only by the population dynamics, which indeed happens on subpicosecond time scale, but also by the energy redistribution. The system must return to the starting configuration for bleach recovery to be observed. The present model shows that even for moderate vibrational relaxation, no “recovery of the bleach” is observed on the time scale shorter than 500 fs.

3. Population probabilities

It is interesting to compare the pump-probe signals to the time evolution of the population probabilities of electronic states. These probabilities have been widely considered as an appropriate measure of nonadiabatic dynamics in systems involving conical intersections.\(^\text{14,15,64–67}\)

The time evolution of the diabatic population of the excited state is shown in Fig. 5 (left panel). The full lines refer to the dynamics of the isolated system. It exhibits ultrafast decay on a time scale of about 20 fs after the pump pulse has been completed. The population has dropped below 0.02
(note that only $\sim 10\%$ of the ground state population has been transferred by the pump pulse). This initial decay is followed by pronounced quasiperiodic revivals and the population does not decrease any longer.

Similar behaviors have been obtained for a large variety of multidimensional systems involving conical intersections, including the model with an explicit treatment of the intramolecular environment. All these studies use a Franck–Condon excitation initial state, while the present study starts from an equilibrium initial state and the excitation is caused by the ultrafast pulse. For this reason direct comparison is not possible, nevertheless the time scale of population dynamics is of the same order.

The addition of weak vibrational relaxation (dashed line in Fig. 5) lowers the amplitude of the revivals and reduces the population in the excited electronic state. In the presence of pure electronic dephasing (dotted lines in Fig. 5) the amplitude of the revivals drops down even more significantly. Neither vibrational relaxation nor pure electronic dephasing changes the rate of the initial interstate crossing, meaning that the ultrafast time scale of the electronic population decay is a feature of the system topology, and is only slightly perturbed by the dissipative environment.

The time evolution of the adiabatic population of the excited state is shown in Fig. 5 (right panel). While the differences from the adiabatic picture are minor, in the long-time limit the population decays to a value slightly lower than in the diabatic picture.

The additional decay in the population probability of the excited state (after 100 fs), caused by the coupling to the environment, indeed reflects the fact that high vibrational levels of the electronic ground state are populated in the initial internal-conversion process. Vibrational relaxation cools down this population, and together with electronic dephasing prevents an efficient transfer of the population back to the excited state. However, further energy relaxation to lower vibrational levels of the ground state continues on a much longer time scale. The system’s returning to its initial configuration, which can be seen experimentally as recovery of the bleach, is not reflected in the early time evolution of the population probabilities.

Figure 6 displays the diagonal elements $(Q_0 = Q'_{0})$ of the reduced density matrix in the vibrational coordinate representation $\rho_0(Q_0, Q'; Q_0, Q')$ in the adiabatic excited (left panel) and ground (right panel) states. Snapshots are shown at 20 fs (top), 100 fs (middle), and 300 fs (bottom). The red contour lines refer to the adiabatic ground state, while the green contour lines represent the excited state.

FIG. 6. (Color). The diagonal elements $(Q_0 = Q'_{0})$ of the reduced density matrices in the vibrational coordinate representation $\rho_0(Q_0, Q'; Q_0, Q')$ in the adiabatic excited (left panel) and ground (right panel) states. Snapshots are shown at 20 fs (top), 100 fs (middle), and 300 fs (bottom). The red contour lines refer to the adiabatic ground state, while the green contour lines represent the excited state.

FIG. 7. The stimulated emission (left) and the transient absorption (right) signals for the two-mode system, containing a conical intersection, are calculated using the surrogate Hamiltonian (dashed lines) and the semigroup approaches (solid lines). The vibrational relaxation parameters are in the weak system-bath coupling range ($\eta_0 = \eta_c = 0.01$, $\gamma^0 = 750$ fs).
The time evolution of the diabatic state population as well as transient modulations of optical observables are indeed affected by the conical intersection. The population probabilities, however, do not reflect the energy redistribution process and the experimentally measured recovery of the bleach.

C. The surrogate Hamiltonian method versus the semigroup approach

The qualitative features of semigroup dynamics compare well to the surrogate Hamiltonian approach, as can be seen in Fig. 7. For short time dynamics in the weak coupling limit, the two approaches should converge. The difference between the two methods lies in the initial correlation and the influence of the excitation pulse on the system-bath coupling.

The construction of the surrogate Hamiltonian approach is non-Markovian and therefore it is preferable for treatment of ultrashort dynamics at conical intersections. However, in the present study the non-Markovian character of the system-bath interactions hardly affects the dynamics of any of the system's observables. Since the results produced by two methods are qualitatively the same, the Lindblad dynamics proves to be a good approximation.

In the surrogate Hamiltonian calculations the temperature of the bath has been taken to zero, while in the semigroup approach it is set to a finite (low) value to avoid singularities in the relaxation terms $D_{ij}$. The temperature effects are negligible in the studied system, due to the large excess of energy coming from the electronic excitation.

For short simulation times the surrogate Hamiltonian method is advantageous. For example for simulations up to 500 fs 40 bath modes were sufficient to obtain the converged results. The wavepacket calculation was faster than the equivalent density operator propagation. In addition the surrogate Hamiltonian method treats the excitation process more realistically since it includes implicitly the influence of the external field on the system-bath coupling. For longer times the computational effort of the surrogate Hamiltonian can become prohibitively expensive due to exponential scaling. The semigroup approach is able to simulate long time dynamics with linear scaling with time. This suggest combining the two methods. In this case the simulation starts using the surrogate Hamiltonian with a fully correlated system-bath initial state. The surrogate Hamiltonian is also used for the pump step, therefore the influence of the field is included. After the pump a reduced system density operator is calculated. This is done by tracing over the bath degrees of freedom from the projection defined by the surrogate Hamiltonian wavefunction $\hat{\rho}_S = \text{tr}_B(\hat{\rho})$. This density operator is used as an initial state for a Liouville dynamics simulation, which can be carried out to longer times.

The above procedure was employed to calculate the recovery of the bleach. The time scale, required to propagate the system to achieve full bleach recovery is in the order of a few picoseconds. Figure 8 shows a monotonic recovery of the bleach on the picosecond time scale obtained from the combined approach.

D. Diabatic coupling geometry

It is well documented that nonadiabatic transfer events are extremely sensitive to the landscape of the potentials involved as well as to the nonadiabatic coupling functions. Influence of the dimensionality on nonadiabatic dynamics has been widely discussed. In the context of conical intersections, the issue of the topology also includes a comparison of a true crossing case versus an avoided one, as well as the influence of the form of the diabatic coupling. Studies carried out with slightly anharmonic potentials show the same qualitative behavior.

In many calculations the interstate coupling amplitude is chosen as a constant. A better choice is to localize it near the region of the conical intersection point according to Eq. (25). Figure 9 shows a short-time evolution of the excited state population for the global diabatic coupling $V_d(\hat{Q})=\hat{A}\hat{Q}$ and the localized one [cf. Eq. (25)]. With the global coupling, the excited state is already populated before the excitation. Furthermore, the coupling immediately induces population transfer between the excited and the ground states. This is
seen as fast oscillations with a frequency proportional to the electronic excitation energy $2 \Delta$. As the diabatic coupling becomes more localized, one can observe a turnover effect.\(^7\)

First, the initial decay of the excited state population becomes more pronounced and then for very localized coupling the population is trapped in the excited state. This behavior is similar to the turnover effect as a function of the coupling constant $\Lambda$. The effect of the damping is less profound for the systems with a conical intersection compared with the one-dimensional nonadiabatic systems.\(^3\)

Next we compare the nonadiabatic dynamics of the two-dimensional (2D) system, involving a conical intersection, and those of the 1D system with a local diabatic coupling. The parameters of the 1D system are chosen to be the same as the tuning mode’s geometry in the 2D model ($\omega_0=0.074$, $\kappa_1=-0.0964$, $\kappa_2=0.1194$, $\Delta=0.4617$, all in eV). The diabatic coupling potential has a form of a damped Gaussian:

$$V_d(\mathbf{Q}) = \Lambda e^{-|\mathbf{Q} - \mathbf{Q}^*|^2/2\sigma^2},$$

(28)

with $\mathbf{Q}^*$ being the position of the maximum coupling (referring to the point where the conical intersection occurs along the tuning mode in the 2D model). The same strength of the coupling ($\Lambda=0.18$ eV) has been chosen for both systems.

Figure 10 displays the transient stimulated emission as a function of the time delay (left) and the time evolution of the diabatic population probability of the excited state (right) for two systems. The nonadiabatic dynamics are shown in the presence of dissipation (both vibrational relaxation and electronic dephasing are included). An initial fast decay of the excited state’s population, typical for the system incorporating a conical intersection, does not occur in the 1D system. There, the population, as well as the stimulated emission signal, exhibit much slower decay. The dynamics can be accelerated by further localizing of the diabatic coupling, but the turnover will eventually stop an additional increase in the decay rate.

Next we compare the nonadiabatic dynamics for the two-state two-mode system with different forms of the diabatic couplings. Figure 11 shows the stimulated-emission signal (left) and the dynamics of the population probabilities (right) for three models. The dynamics of the system with a conical intersection (a true crossing) is compared to the system which involves an avoided surface crossing. In the avoided crossing model the diabatic coupling does not depend on the $Q_c$ coordinate and is represented by a damped Gaussian according to Eq. (28). The third model has a symmetric diabatic coupling:

$$V_d(\mathbf{Q}_d, \mathbf{Q}_e) = \Lambda |\mathbf{Q}_d| e^{-|\mathbf{Q}_d - \mathbf{Q}_e|^2/2\sigma^2}.$$

(29)

The dynamics of the population in the system with the avoided crossing are qualitatively similar to the dynamics in the 1D model (Fig. 10). The decay is slower than in the crossing model. The oscillations of the stimulated-emission

---

**Figure 10.** The nonadiabatic dissipative dynamics of a two-dimensional system, involving a conical intersection (full lines) versus a one-dimensional system with a local ($\sigma=0.05$) nonadiabatic coupling (dashed lines). Dashed-dotted lines: a one-dimensional system with more localized coupling ($\sigma=0.1$). The transient stimulated-emission signal (left) and the population probability of the excited state (right) are shown. The strength of the diabatic coupling is $\Lambda=0.18$ eV for all cases. The calculations are made for the system with weak vibrational relaxation ($\eta=0.01$) and medium electronic dephasing ($\tilde{\gamma}_e=0.25$).

**Figure 11.** The nonadiabatic dissipative dynamics of a system with (a) a conical intersection (full lines), (b) an avoided crossing (dashed lines), and (c) a symmetric coupling (dashed-dotted lines). The transient stimulated-emission (left) and the population probability of the excited state (right) are shown for the system in presence of weak vibrational relaxation ($\eta=0.01$) and electronic dephasing ($\tilde{\gamma}_e=0.25$). The strength of the diabatic coupling is $\Lambda=0.18$ eV for all cases.
signal, indicating the coherent motion of the excited wave packet, persist for quite a long time (more than 500 fs). If the diabatic coupling is symmetric, the adiabatic surfaces exhibit a true crossing. The coupling, however, does not change a sign at the crossing point \( Q_{CI} \). In this case the stimulated-emission exhibits a fast decay, which is nevertheless slower than one for the system with a conical intersection. Only for the true conical intersection does the highly localized diabatic coupling cause the fastest initial decay of the observables associated with the excited state population.

IV. CONCLUSIONS

The present study elucidates the dynamics of a system incorporating a conical intersection in the presence of a dissipative environment. The system was described by a model consisting of two vibronically coupled electronic states and two nuclear degrees of freedom. Dissipation is treated by using the surrogate Hamiltonian approach and a reduced density operator dynamics formalism. The Lindblad formalism. The use of the surrogate Hamiltonian has the advantage of a nonperturbative approach. This allows us to associate a quantum mechanical picture. The nonperturbative approach has been employed for describing the dynamics induced by the pump pulse, while the weak probe has been treated within a perturbative picture. This allows us to associate a quantum mechanical window operator to the absorption of the probe pulse centered at time \( t \). The stimulated emission and absorption have been calculated as expectation values of this window operator.

The stimulated emission signals show a rapid initial decay on a time scale of tens of femtoseconds, which can be associated with an ultrafast nonadiabatic transition via a conical intersection. This initial decay is almost unaffected by vibrational relaxation and the electronic dephasing. The dissipation becomes important in the following stage: it prevents a back transfer (recrossing) leading to a subpicosecond relaxation of the excited state population.

At the same time, it is clear that the pump-probe spectra are governed not only by the population dynamics, but also by the energy redistribution. After the initial curve crossing, the system may return close to its initial prepump configuration. Experimentally this is associated with the recovery of the bleach observed in the transient absorption signal. The ground state recovery dynamics, i.e., the bleach recovery and the cooling of the hot vibrational population, are not reflected in the electronic population probabilities. In our model the absorption signal shows coherent oscillations of the slightly perturbed ground state wave packet and apparently no fast recovery of the bleach up to 500 fsec. We can conclude that the energy relaxation, dominated by an intramolecular vibrational relaxation, proceeds much more slowly. The origin of the fast bleach recovery, measured in charge-transfer experiments, remains unclear, but might well arise from simple avoided crossing with a sufficiently strong local diabatic coupling and efficient IVR.
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