Quantum dynamical treatment of inelastic scattering of atoms at a surface at finite temperature: The random phase thermal wave function approach
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We present quantum dynamical calculations for the inelastic scattering of atoms at a nonrigid surface at finite temperature. The surface degrees of freedom are discretized and treated in a multiconfigurational wave function picture. The thermal averaging is carried out with the random phase thermal wave function approach. We show that it is sufficient to restrict the random phases to the intermediate basis of single particle functions, discuss the convergence of the method with the number of configurations and realizations, and analyze the flow of energy between different parts of the system for a range of temperatures between 4 and 500 K. © 2007 American Institute of Physics. [DOI: 10.1063/1.2786088]

I. INTRODUCTION

Quantum systems which interact with an environment are ubiquitous in chemistry and physics. This includes, for example, processes such as surface mediated reactions, reactions in solution, or systems which are driven by external fields. The environment can serve as an energy sink or as a source of phase fluctuations. Since quantum calculations scale exponentially with the number of degrees of freedom, dynamical simulations require a reduced description where the system is treated explicitly and the environment is treated in a less rigorous level. The prospect of quantum computers, of which the functionality depends sensitively on the absence of external perturbations, has added renewed interest in the second law of thermodynamics. The reduced density operator approach naturally can be extended to mixed state finite temperature simulations. Numerical simulations based on solving the equation of motion of the density operator have been used extensively.

In recent years, a different approach termed the “surrogate Hamiltonian” has been developed to overcome the difficulties of the reduced density operator approach. In the surrogate Hamiltonian, the bath is discretized and represented by a large number of representative modes which are either harmonic oscillators or two-level systems. As the number of bath modes increases, the description converges. The two types of bath modes—harmonic and spin baths—represent two generic limits. An alternative is to impose Markovian conditions, leading to quantum dynamical semigroups. Both derivations lead to a reduced equation of motion for the system density operator, where $\hat{\rho}_s$ is the system density operator, $\hat{H}_S^n$ is an effective system Hamiltonian, and $\mathcal{L}_D$ represents the dissipative Liouville operator which implicitly describes the bath influence on the system. Non-Markovian extensions have also been introduced.

The difficulty with the reduced density operator approaches is that except for simple model systems the derivations leading to $\mathcal{L}_D$ are difficult to carry out in a controlled fashion. In particular, when external fields are involved, $\mathcal{L}_D$ is modified, and special care has to be used not to violate the second law of thermodynamics. The reduced density approach naturally can be extended to mixed state finite temperature simulations. Numerical simulations based on solving the equation of motion of the density operator have been used extensively.

In recent years, a different approach termed the “surrogate Hamiltonian” has been developed to overcome the difficulties of the reduced density operator approach. In the surrogate Hamiltonian, the bath is discretized and represented by a large number of representative modes which are either harmonic oscillators or two-level systems. As the number of bath modes increases, the description converges. The two types of bath modes—harmonic and spin baths—represent two generic limits. For the harmonic bath the system-bath coupling can be encoded into the spectral density function. Effective simulation methods have been derived to calculate this function. In some cases, the spin bath can be mapped to the harmonic bath, so the same input can be used to model the bath.

The usefulness of the surrogate Hamiltonian method depends on the ability to propagate in time very large wave functions. It seems natural to restrict the degree of quantum
correlations between the bath degrees of freedom. The multiconfiguration time-dependent Hartree (MCTDH) method does just that. With this method the combined wave functions with up to about 100 degrees of freedom (DoFs) can be simulated. Modifications of MCTDH, such as multilayer MCTDH (Refs. 28 and 29) and the local coherent state approximation,30 can treat several thousand DoFs, in systems with type situations. Obviously, the propagation of a wave function is an exact representation of a bath only if the bath/environment is at 0 K temperature.

The purpose of the present paper is to overcome this flaw so that the applicability of the MCTDH method is extended to finite temperatures. The basic idea is to construct the finite temperature density operator from a stochastic average of several properly chosen wave functions. Stochastic sampling of the Boltzmann operator has already been done for a variety of problems. Wang and Thoss used an importance sampling Monte-Carlo technique, in order to calculate thermal correlation functions.29 Manthe et al. have employed a random phase scheme similar to ours in the calculation of partition functions and rate constants of gas phase reactions.31,32 They are using the MCTDH method for the propagation, too, but apply the random phases on the level of the single particle functions, instead of the Hartree products, as in this work. Also, while Manthe et al. treated thermal systems, we are treating thermal baths. Finally, the random phase thermal wave function method has also been used to study the dissipating effect of spin baths.33 Random phase thermal wave functions have Boltzmann weighted amplitudes in the energy representation and random phase. Averaging different realization of the random phase is equivalent to a thermal density operator. It was shown that the number of realizations required to achieve convergence becomes very small when the size of the Hilbert space is large.

In this paper, we will adapt the random phase thermal wave function33 to the work with the intermediate basis of Hartree products of the MCTDH method. As a model application we have chosen the inelastic scattering of an atom at a nonrigid surface at finite temperature. This process describes an elementary step in various reactions, such as heterogeneous catalysis and molecular hydrogen formation in interstellar space. The same process has already been investigated numerically catalysis and molecular hydrogen formation in interstellar space. The same process has already been investigated numerically. This process describes an elementary step in various reactions, such as heterogeneous catalysis and molecular hydrogen formation in interstellar space. The same process has already been investigated numerically catalysis and molecular hydrogen formation in interstellar space. The same process has already been investigated numerically catalysis and molecular hydrogen formation in interstellar space. The same process has already been investigated numerically catalysis and molecular hydrogen formation in interstellar space. The same process has already been investigated numerically. This process describes an elementary step in various reactions, such as heterogeneous catalysis and molecular hydrogen formation in interstellar space. The same process has already been investigated numerically.

In Sec. II, we start with a description of the physical system that we want to study and specify the Hamiltonian of the system, the coupling, and the bath. Next, this will be used to explain how the random phase thermal wave function approach can treat thermal ensembles within a wave function picture. At the end of Sec. II, we describe briefly the MCTDH method, which is an essential tool, when wave functions of very high dimensionality are to be treated. In Sec. III, we apply this approach to the problem of inelastic scattering and sticking of an atom from a platinum surface at finite temperature. Atomic units will be used throughout this paper, if not stated otherwise.

II. THEORY
A. The model
The Hamiltonian [Eq. (1)] for a surface encounter consists of three parts, describing the system (scattering atom), the bath (surface), and the interaction between the two. The system Hamiltonian contains the kinetic energy and the Born-Oppenheimer potential energy surface (PES) along a single coordinate $z$ (the atom-surface distance) for the scatterer,

$$
\hat{H}_s = \frac{\hat{p}^2}{2M} + \hat{V}(z).
$$

For the mass $M$ we take $25\ 000m_e$, which is representative for light atoms. From a chemical point of view, the PES is part of the interaction with the surface, but traditionally, this is included in $\hat{H}_s$ because $\hat{V}(z)$ does not depend on bath degrees of freedom. However, the dependences of $\hat{H}_s$ and $\hat{H}_I$ on $z$ should be similar. For the potential $\hat{V}(z)$ describing the atom-surface interaction we choose a Morse function,

$$
\hat{V}(z) = D(e^{-2\alpha z} - 2e^{-\alpha z}),
$$

with a well depth $D=0.5$ eV and $\alpha=2a_0^{-1}$. These values, as well as those that follow below, are chosen to be representative for physisorption of a light atom on a single crystal surface. From the Morse parameters $D$ and $\alpha$ above we find a harmonic frequency around the potential minimum of $\omega_M = 0.002\ 425E_h/\hbar$.

The bath is represented by a set of $N$ Harmonic oscillators,

$$
\hat{H}_B = \sum_{k=1}^{N} \frac{\hat{p}_k^2}{2m} + \frac{m\omega_k^2}{2} \hat{q}_k^2.
$$

In our application in Sec. III, we will set $N=20$, so that the full wave function is 21 dimensional. For simplicity we choose bath oscillators with equidistant frequencies, $\omega_k = k\Delta\omega$, and the highest frequency of the bath is set to $N\Delta\omega = 0.005E_h/\hbar$. The consequences of this choice will be discussed in Sec. III. The interaction Hamiltonian is linear in the bath coordinates and nonlinear in $z$. This is to ensure that the rate of energy dissipation vanishes far from the surface,

$$
\hat{H}_I = -\sum_{k=1}^{N} c_k \frac{1-e^{-\alpha z}}{\alpha} \hat{q}_k.
$$

A frequency independent, Ohmic damping is achieved for coupling coefficients,

$$
c_k = \left(\frac{2mM\gamma\Delta\omega^3}{\pi}\right)^{1/2} k.
$$

It should be noted that both the bath and the interaction Hamiltonian are effectively independent of the mass $m$, which can be seen by the substitutions,
\[ \dot{q}_k = \frac{1}{\sqrt{m\omega_k}} \hat{Q}_k, \quad \dot{p}_k = \sqrt{m\omega_k} \hat{P}_k. \] (8)

The parameters \( \gamma \) has the unit of rate and scales the overall coupling strength. We choose \( \gamma = 1/(1 \text{ ps}) \), which is a typical vibrational lifetime of adsorbed atoms.

## B. Random phase thermal wave functions

The random phase thermal wave function technique is a stochastic approach to evaluate the Boltzmann operator. A general thermal state is described by the density operator,

\[ \hat{\rho}(\beta) = \frac{e^{-\beta \hat{H}_0}}{Z}, \] (9)

with the inverse temperature \( \beta = 1/(k_B T) \) and the partition function \( Z = \text{Tr}[e^{-\beta \hat{H}_0}] \). For the gas surface encounter the initial state is a direct product of a thermal bath and a pure state describing the incident scatterer far from the surface. The relevant bath Hamiltonian for Eq. (9) is therefore

\[ \hat{H}_0 = \sum_{k=1}^{N} \frac{\hat{p}_k^2}{2m} + \frac{m\omega_k^2}{2} \hat{q}_k^2 - \frac{c_{\alpha}}{\alpha} \hat{q}_k. \] (10)

Despite the shift \( c_{\alpha} \hat{q}_k / \alpha \), the bath is still harmonic, and the eigenvalues and eigenfunctions are analytically known. However, this does not lead to a practical sampling scheme for the Boltzmann operator. Even if on average only two states per degree of freedom were occupied, this would result already in more than \( 1 \times 10^6 \) states for the full bath.

The random phase thermal wave function approach offers a different route to solve this problem. In the following, we will outline the general idea and discuss the modifications for multiconfigurational wave functions in Sec. II C. Let us assume that we have a complete basis \( \{ \phi_j \} \) to represent states of the bath described by \( \hat{H}_0 \). From this, we can construct “infinite temperature” wave functions with random phases according to

\[ |\Phi(\theta)\rangle = \frac{1}{\sqrt{L}} \sum_{l=1}^{L} e^{i\theta_l} |\phi_l\rangle, \] (11)

where \( \theta \) is a vector of random phases, \( |\phi_l\rangle \) is a complete basis, and \( L \) is the size of the Hilbert space. Next, we note that the identity operator \( \hat{1} \) can be written as a sum over projectors on these random phase wave functions,

\[ \hat{1} = \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} |\Phi(\theta_k)\rangle \langle \Phi(\theta_k)|. \] (12)

Inserting this into the definition of the Boltzmann operator [Eq. (9)] gives

\[ \hat{\rho}(\beta) = \frac{1}{Z} e^{-(\beta/2)\hat{H}_0} e^{-(\beta/2)\hat{H}_0}, \] (13)

\[ = \lim_{K \to \infty} \frac{1}{Z} \sum_{k=1}^{K} |\Phi(\beta/2, \theta_k)\rangle \langle \Phi(\beta/2, \theta_k)|, \] (14)

where the random phase thermal wave function \( |\Phi(\beta/2, \theta_k)\rangle \) is obtained by propagation in imaginary time up to \( \beta/2 \). With this, we have established all that is necessary to calculate thermal expectation values of observables,

\[ \langle \hat{A} \rangle = \text{Tr}(\hat{\rho} \cdot \hat{A}), \] (15)

\[ = \lim_{K \to \infty} \frac{1}{Z} \sum_{k=1}^{K} \langle \Phi(\beta/2, \theta_k)| \hat{A} |\Phi(\beta/2, \theta_k)\rangle. \] (16)

This approach, as every statistical sampling scheme, converges as \( 1/\sqrt{K} \) with the number of realizations. However, the error \( \sigma \) is also a function of the size \( L \) of the Hilbert space,

\[ \sigma = \frac{\lambda(L)}{\sqrt{K}}. \] (17)

If \( \lambda(L) \) is a decreasing function of \( L \), then the random phase thermal wave function approach will become more efficient with system size. In fact, Gelman and Kosloff found such a behavior in Ref. 33.

## C. Multiconfiguration time-dependent Hartree

The essentials of the MCTDH approach to quantum dynamics has been previously described.\textsuperscript{25-27} It is therefore sufficient to establish the essential equations which are important in the application to the random phase thermal wave function method. In MCTDH, the wave function is expanded into a large number of Hartree products,

\[ \Psi(x_1, \ldots, x_f, t) = \sum_{j_1=1}^{n_1} \cdots \sum_{j_f=1}^{n_f} A_{j_1 \cdot j_f}(\bar{t}) \prod_{k=1}^{f} \varphi_{j_k}^{(k)}(x_k, \bar{t}). \] (18)

Here, we have denoted the number of degrees of freedom by \( f \), which is equal to \( N+1 \) for the Hamiltonian specified in the previous subsections. The main advantage of MCTDH stems from the fact that the single particle functions (SPF) \( \varphi_{j_k}^{(k)} \) are time dependent and form some sort of intermediate basis. They are in turn defined on a time-independent, “primitive” basis \( \chi_{\alpha}^{(k)} \),

\[ \varphi_{j_k}^{(k)}(x_k, \bar{t}) = \sum_{\alpha=1}^{N_k} A_{j_k\alpha}(\bar{t}) \chi_{\alpha}^{(k)}, \] (19)

which can be grid points, eigenstates of a one-dimensional Hamiltonian, etc. The equations of motion can be found, e.g., in Ref. 26. They were solved with the Heidelberg MCTDH program package.\textsuperscript{37} It should be noted that we used the so-called variable mean field version, with the corresponding choice of constraint operators, because we obtained converged results already for a much smaller number of SPFs, compared to the constant mean field integration scheme. For the bath modes a mode combination scheme\textsuperscript{26,27} has been used, for which we give the parameters in the following section.

## III. APPLICATION

The system studied is the gas surface encounter leading to sticking. We first analyze the typical time scales and en-
ergies involved in the process. A set of harmonic oscillators with equidistant frequencies has a well defined recurrence time of \(2\pi/\Delta \omega\), which is for our system equal to 608 fs. This has to be compared with the total duration of the scattering process. We chose an initial momentum of the scattering atom of \(p_0 = -9.585 \hbar /a_0\), so that sticking probabilities can be obtained with 450 fs propagation time, which is well below the recurrence time. The momentum corresponds to an initial kinetic energy of the atom of \(E_{\text{kin}}(t=0)=20 \text{ meV}=D/10\). This also sets the interesting temperature range, through the relation \(E_{\text{kin}}/k_B= T = 580 \text{ K}\). To be more precise, only a single SPF of the system, for \(j_1=1\), is occupied.

\[
\varphi_1^{(1)}(z, t = 0) = \frac{1}{\sqrt{\sigma \sqrt{\pi}}} e^{-(z-a_0)^2/2\sigma^2+i p_0 z}, \tag{20}
\]

with a center at \(t=0\) of \(z_0=5a_0\) and a width \(\sigma=1a_0\). The remaining seven SPFs with \(j_1=2, \ldots, 8\) are unoccupied. The second relevant time scale of the bath is the bath response time, given by the surface oscillator with the highest frequency. Its oscillation period of \(2\pi/(N\Delta \omega)=30 \text{ fs}\) is short enough for the bath to react almost instantly to the incident atom.

The procedure to calculate a temperature dependent sticking probability with the random phase thermal MCTDH wave function approach [see Eq. (16)] consists of the following steps:

1. An infinite temperature wave function with random phases is constructed. To this end, the coefficients \(A_{j_1j_2\ldots}^{a_0}\) of the combined modes are assigned complex numbers of modulus 1 and random angle. If the first index is different from 1, then the corresponding \(A_{j_1j_2\ldots}^{a_0}\) are zero because only a single SPF of the subsystem is occupied.

2. The wave function is then propagated in imaginary time to \(\beta/2\). After that, the eigenstates of the bath are populated according to a Boltzmann distribution. (At least in the limit of infinitely many SPFs.) The lower the frequency of a surface oscillator, the higher are the quantum numbers of states with a noticeable occupation at a given temperature. Therefore, these modes have to have a larger number of SPFs, than the high-frequency oscillators (see Table I). The propagation in imaginary time is done with the Hamiltonian \(\hat{H}_0\) [see Eq. (10)] so that the system degree of freedom is not affected.

3. The system is propagated for 450 fs in real time, which takes about 3 h CPU time on a modern personal computer. This is the most time consuming part of the algorithm.

4. To analyze the results, the reduced density matrix \(\rho(z, z', t)\) of the system is calculated, by tracing over all bath modes. The sticking probability is obtained from this, by projection on all bound states of the system Hamiltonian \(\hat{H}_S\).

5. Steps 1–4 are repeated, and the expectation values are incoherently averaged, until convergence is achieved. Typically, we made 60 realizations for each temperature.

One important point that we want to show in this paper is that it is sufficient to apply the random phases to the intermediate basis of single particle functions. The line of reasoning here is as follows: In the limit that the number of SPFs is equal to the number of primitive grid points, \(N_k = N_l\), MCTDH is exact. If less SPFs are used, then the Hartree products form some kind of intermediate basis, which restricts the amount of correlation that is actually accounted for. What we have to do, therefore, is to estimate the error due to the limited number of SPFs. Table I gives our standard mode combination scheme and the number of SPFs per mode for our standard configuration. Thus, 1500 random coefficients \(A_{j_1j_2\ldots}^{a_0}\) are required per random phase wave function.

Figure 1 illustrates the trapping process, when the temperature of the surface is 300 K. The upper panel shows the sticking probability as a function of time, for a single realization, calculated by projection on all bound states. The sticking occurs mainly between 150 and 400 fs, so that the final sticking probability is obtained after only 450 fs propagation time. Alternatively, one could wait until the reflected parts are absorbed by a complex absorbing potential. However, this would require a much longer propagation time because the reduced probability density has not yet well split into a trapped and a reflected part, after 450 fs (see lower panel).

For the same temperature of 300 K, Fig. 2 shows the convergence of the sticking probability as a function of the iteration number. The difference between consecutive realizations after 60 realizations is about a factor of 10 smaller, compared to the first few realizations. In order to achieve another factor of 10 in precision would require 100 times as

---

**TABLE I.** Standard mode combination scheme for the MCTDH wave function used in this paper. The second column identifies the modes that are combined, i.e., propagated on a product grid. They are ordered from low to high-frequency modes. The third column gives the number of SPFs with the random phase thermal MCTDH atom.

<table>
<thead>
<tr>
<th>No.</th>
<th>Modes</th>
<th>SPF Nos. ((\hat{n}_j))</th>
<th>4 K</th>
<th>300 K</th>
<th>500 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(z)</td>
<td>8</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>(x_1, x_2, \ldots, x_4)</td>
<td>5</td>
<td>0.00</td>
<td>0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>3</td>
<td>(x_5, x_6, \ldots, x_8)</td>
<td>5</td>
<td>0.00</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>4</td>
<td>(x_9, \ldots, x_{11}, x_{12})</td>
<td>5</td>
<td>0.00</td>
<td>0.02</td>
<td>0.07</td>
</tr>
<tr>
<td>5</td>
<td>(x_{13}, \ldots, x_{15}, x_{16})</td>
<td>4</td>
<td>0.00</td>
<td>0.02</td>
<td>0.07</td>
</tr>
<tr>
<td>6</td>
<td>(x_{17}, \ldots, x_{19}, x_{20})</td>
<td>3</td>
<td>0.00</td>
<td>0.01</td>
<td>0.06</td>
</tr>
</tbody>
</table>

---
many realizations because our scheme, as any Monte-Carlo scheme, converges with the square root of the number of realizations.

Figure 3 shows histograms for the sticking probabilities for five different temperatures: 500, 400, 300, 200, and 100 K, from left to right. The lowest temperature that we used, 4 K, has been omitted because the bath is practically in a pure state, and the histogram would have only a single line. The large width of the 100 K histogram is rather surprising because the total (i.e., average) sticking probability is almost the same as that for the 4 K case [see Fig. 4 (solid line)]. This implies that for some realizations of the bath at 100 K, the sticking probability is higher than that for the 4 K case. Responsible for this unexpected behavior are the low frequency modes. They absorb very different amounts of energy, depending on their phase when the scattering takes place. The higher frequency modes have several oscillation periods during the 200 fs of the scattering event and are therefore less sensitive to the phase.

Next, we would like to discuss the effect that the hot
surface has on the reflected part of the wave packet. Figure 5 shows the kinetic energy distribution before and after the scattering, for two temperatures. Always only the unbound part of the wave packet is shown. In order to calculate the final kinetic energy distributions, it was necessary to propagate up to 750 fs because the reflected wave packet had to leave the interaction region, in order to be comparable to the incoming wave packet. This is longer than the recurrence time of 608 fs of the bath, but as the scattering starts only at \( t = 150 \) fs, and the contact with the bath is lost after about \( t = 700 \) fs, this is not a serious problem. The solid line in Fig. 5 shows the energy distribution of the incoming wave packet at time \( t = 0 \) fs. By comparison, the areas under the final energy distributions for the reflected wave packets are much smaller. The differences correspond to the sticking probabilities of 20.5% for the dotted line (surface temperature of 4 K) and of 10.3% for the dashed line (surface temperature of 500 K). Also, one can observe that almost all of the adsorbed part of the wave packet originated from the low-energy tail. This indicates a nonlinear increase in the sticking probability with decreasing energy. This has also been found in various other studies before. Apart from the main peak, Fig. 5 also shows energy redistribution to lower/higher energies. This is the onset of thermalization, but the average interaction time of \( \sim 250 \) fs is so short, compared to the overall coupling strength parameter of \( \gamma = 1/(1 \text{ ps}) \), that this process has only just begun. At least, it is visible that the 4 K surface transfers more density toward the low-energy regime, while the 500 K surface transfers more density toward the high-energy regime.

Another question one can ask is about the connection between the total amount of dissipated energy and the sticking probability. We find (see inset in Fig. 4) an almost linear relationship between the two: The amount of adsorption is directly proportional to the amount of energy loss of the system. One exception is the very low temperature case, i.e., the range up to 100 K, where a higher energy dissipation does not correlate with a proportionally higher sticking. Tentatively we ascribe this to an increased redistribution of probability density between unbound states. A second deviation from a linear relationship is to be expected for very high temperature cases. Even if the net energy transfer is from the surface to the atom, i.e., for \( T > 600 \) K, it is still conceivable that some part of the wave packet is trapped.

Let us now address the question of where the energy of the scatterer is transferred. We collected the 20 surface modes into four groups and calculated the energy gain over time for them. Figure 6 shows the result for the average over 60 realizations of a 300 K surface. The group with the low frequency surface modes (thick solid line) \( x_1, \ldots, x_3 \) reacts very slowly to the incoming wave packet and gains only little energy. Most of the energy goes into the medium frequency groups 2 (thin solid line) and 3 (dashed line), which undergo only a small number (2–6) of oscillations during the scattering process. The highest frequency modes (dotted line) \( x_{16}, \ldots, x_{20} \) gain a similar amount of energy as the lowest frequency modes, but they react faster. One should keep in mind that the coupling coefficients \( c_k = k \Delta c \) increase linearly with the number of the bath mode, and that therefore the energy transfer is not only governed by frequency (mis)matching.

The intermediate basis of single particle functions used by the MCTDH ansatz is much smaller than the basis provided by the product of the primitive bases. If the wave function were defined on the product grid, then the representation of a single copy of it would require \( \sim 9 \times 10^7 \) GB of memory and a corresponding amount of CPU time for the propagation. The MCTDH wave function in our standard configuration requires only 3.5 MB of memory and can thus be propagated repeatedly. This configuration is clearly large enough to treat the scattering at low temperatures precisely, but the question arises, up to which temperature such a small basis can reliably represent a thermal wave function. An often used measure for this are the so-called natural populations: For each (combined) degree of freedom the reduced density matrix is calculated and diagonalized. The eigenvalues provide information about the occupation of the SPF.
The value of the smallest population determines the accuracy of the propagation. Table I gives the maximum of these values during the real time propagation. As a rule of thumb, one can regard a computation as good, if this value is 0.01 or smaller. Thus, especially the low frequency modes have quite high occupations, at high temperature. To check convergence, we added one SPF per combined mode, so that the accuracy of our results can be assessed. Figure 4 shows the new sticking probability with the larger configuration for temperatures from 200 to 500 K. They are higher by 0.5 percentage points at 200 K, and this difference increases up to 1.1 points at 500 K. The latter is about 10% of the total sticking probability, implying that this result is only semi-quantitative. In a certain way, this rise of the sticking probability is surprising: If not enough SPFs are used, then the infinite temperature of the bath is not well reproduced, and one ends up at too low an energy after propagation in imaginary time. Because a smaller temperature implies a larger sticking probability, one should expect a decrease, when more SPFs are employed. The fact that we find the opposite indicates some kind of error cancellation. More SPFs also mean a higher amount of correlation, which favors sticking.

IV. SUMMARY

Dynamical simulations of extended quantum systems are extremely difficult due to the exponential computational scaling with the number of DoF. The first reduction in complexity is to concentrate the effort on a system treated explicitly and the rest, the bath, implicitly. If this is done with a reduced density description, then the computational cost is usually very high, and the approximations leading to the dissipative Liouville operator are severe. Wave function descriptions of extended systems require less computational resources. In these formulations which we call surrogate Hamiltonian, the bath is described by a finite number of representative modes which can describe the dynamics adequately up to the recurrence time defined by the bath mode energy spacing. A wave function description defines a pure state; therefore, it would seem that such a description excludes the simulation of mixed states, such as expected at finite temperatures. To overcome this difficulty the random phase thermal wave function method has been introduced.\[1\,3\,17\,31\]In the present paper, it has been developed to simulate the inelastic scattering of an atom at a nonrigid surface at finite temperature.

It is reasonable to expect that the total system-bath system does not develop full quantum correlation, which would still be exponential in the number of degrees of freedom.\[5\]It has been shown that the environment can limit the growth of quantum correlation or entanglement.\[3\,9\,39\]These observations can justify calculation methods which are based on limiting the extent of correlations, such as MCTDH. It has a built-in mechanism, which allows us to adjust the wave function to the actual amount of quantum correlations and therefore enables simulations of large systems with moderate computational resources.

In the present paper, we have extended the MCTDH method to incorporate the random phase thermal wave function scheme on the level of the intermediate basis of Hartree-Fock products. We have shown that it is sufficient to apply the random phases only on the level of the intermediate basis, i.e., the coefficient tensor $A_{i}$. A few dozen realizations were sufficient to converge the algorithm with good accuracy. The typical standard deviation of the sticking probability of about 0.2 percentage points implies an only moderate sensitivity of the sticking probability to the relative phases of the surface oscillators. Additionally, we were able to compute the temperature dependent sticking probability for a wide range of temperatures from 4 to 500 K. The accuracy, which is limited for the higher temperatures due to the finite expansion length, has been assessed. The final kinetic energy distributions show a strong nonlinear energy dependence of the sticking probability, and the onset of thermalization of the scatterer is visible. An analysis of the energy transfer to the bath shows that the cutoff frequency of the surface, and thus its reaction time, was sufficient, so that higher frequencies will not change the sticking probability. However, it is not essential for the general scheme to make this choice. In the simulation of a real system, the cutoff frequency would of course be taken from \textit{ab initio} information.
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