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Coherent control of I3- ground state dynamics in ethanol and acetonitrile solutions is demonstrated. The
method is based on impulsive excitation creating a dynamic hole employing sub 30 fsec tunable UV laser
pulses. The target of control was to increase the ratio of second to first harmonic spectral modulations of the
symmetric stretching vibrational coherences. Methods demonstrated to achieve this target include altering
pulse intensity when the excitation pulses are tuned to the maximum of the absorption peak, double excitation
pulses separated by half a vibrational cycle, and tuning the pumping or probing pulses to a wavelength
simultaneously resonant with both absorption bands of ground state I3

-. Chirping the probing pulses further
allows full mapping of the ground state coherence in phase space, pinpointing the position of the dynamic
holes not only in coordinate space but also in momentum. A theoretical model reconstructs the results nearly
quantitatively and provides insight into the mechanisms active in achieving the control aims. It further
demonstrates how the fundamental suppression serves to precisely characterize the relaxation dynamics of
weak spectral features such as higher harmonics of the symmetric stretching and the antisymmetric stretching
fundamental. In particular, the ratio of dephasing rates of the first two harmonics (∼2.3) deviates considerably
from the ratio of 4 predicted by Kubo line shape theory. Possible sources of this discrepancy based upon
alternative dephasing models are discussed.

I. Introduction

Impulsive photoexcitation is a key tool in modern applications
of ultrafast spectroscopy to chemical dynamics.1 It involves
optical excitation of molecular species with laser pulses shorter
than the time required for the constituent nuclei to move
significantly in response to the suddenly modified forces acting
between them. A major result of such optical transitions is the
nearly vertical promotion of localized material wave packets
onto the excited potential surface. The subsequent evolution of
this density, probed with a pulse of similar duration, serves to
fully reveal the chronology of the excited ensemble, from the
initial ground-state geometry to the final products.2

An equally important and ubiquitous consequence of impul-
sive excitation is the buildup of ground-state vibrational
coherences. After their generation, the evolution of these
coherences gives rise to spectral modulations in the ground-
state absorption bands and can be followed as before, with
delayed ultrafast probing pulses.1,3-11 No matter whether this
spectroscopic feature is a nuisance, masking a dynamical process
of interest, or the main object of the experiment, it is essential
to understand its fundamental nature and omnipresence by
probing its origins and its dependence upon the experimental
parameters.

Initial theoretical descriptions of resonant impulsively induced
ground state coherence utilized perturbative expansions of the
molecular density matrix, which associated the phenomenon
exclusively with the Raman excitation term. This led to its
acronym: resonant impulsive stimulated Raman scattering
(RISRS).3,7,9The analysis showed that from the time evolution
of the RISRS spectral modulations, information concerning the

underlying vibrational dynamics could be attained which is akin
to the constants obtained from frequency domain Raman spectra.
The above holds true also for the theoretical analysis of the
RISRS process when cast in the dynamically motivated but
otherwise equivalent correlation function formalism.7

Subsequently, more rigorous approaches to describing the
RISRS process were introduced.12-14 This included work of our
own groups,5,10,11,15which was dedicated to rationalizing results
of a femtosecond laser study of triiodide photodissociation
dynamics.15-19 On the basis of direct integration of the quantum
dynamics which explicitly includes the radiation in the Hamil-
tonian, the material density could be followed directly beyond
the range of validity of perturbation theory. When nuclear inertia
prohibits substantial motion during the optical pumping, it is
justifiable to think of the transition dipole as acting locally in
coordinate space. Accordingly, a phase space description of the
material density has real advantages over an eigenstate descrip-
tion. Using this approach, an intuitive understanding of the
RISRS process can be formulated.10

The pump pulse acts to transfer density to the excited potential
in a coordinate selective fashion, acting most effectively for
the molecular configuration where the potential gap matches
the frequency of the light. Thus, if the Bohr frequency is a strong
function of the molecular geometry, the field will drill a
localized coherent hole in the ground state density. This hole
then evolves, giving rise to the spectral modulations from which,
when followed by delayed probe pulses, the vibrational dynam-
ics is deduced. The conceptual framework also explains the fine
balancing of pulse duration required for optimizing the RISRS
signal.10,11,15An ideal excitation pulse must be short enough to
fulfill the requirements of impulsivity, yet not be so short that
it interacts equally throughout the entire coordinate space,
leading to a reduction of the ground-state norm without local
erosion of portions of the density.
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I3
- is linear and centrosymmetric in its ground and reactive

excited states. Accordingly most of the induced dynamics upon
excitation is along the symmetric stretch mode. It exhibits a
near UV absorption spectrum which is dominated by two major
peaks centered at 34 050 and 27 500 cm-1, which at 300 K are
∼3600 cm-1 wide.20-22 The rapid evolution of the excited
population, and the fact that the absorption of the primary
photoproducts does not strongly overlap with much of this
spectrum, conveniently allows delineation of impulsively in-
duced ground-state vibrational dynamics by pumping and
probing in the near UV.

In earlier studies, 70 fs pulses centered at 310 nm were
employed both as pump and probe in RISRS experiments on
I3

-. The same spectroscopic tool was also used in a transient
fashion to follow vibrational relaxation of nascent I2

- photo-
products.18 Vibrational dephasing dynamics of the symmetric
stretching motion was determined in various polar solvents and
in glass forming liquids at reduced temperatures.19,75 Coherent
vibrations were detected only along the symmetric stretch
fundamental. No evidence of antisymmetric stretch fundamental
activity, known to exist in protic solvents from Raman
data,23,24,70,71or higher vibrational harmonics, were detected.
Kuhne and Vo¨hringer25 studied the I3- system with a higher
time resolution, interpreting the results to indicate activity of
higher harmonics and antisymmetric band excitation. A shorter
pulse also led to the observation of the second harmonic
vibrational coherences in I2.26

The theoretical model was also employed to gain additional
insights into the process of impulsively induced ground-state
vibronic coherence. The purpose was to set guidelines on how
experimental control parameters such as pulse intensity,11

wavelength, and linear chirp27-29 influence the induced dynam-
ics and their detection. In the present study, the same molecular
system is revisited with improved theoretical tools and with a
laser source capable of testing theoretical predictions which
exceeded our earlier experimental capabilities. The tunable laser
source producing∼30 fs pulses approaches the impulsive limit
to a much greater extent and allows observation of vibration
coherence in higher frequency modes.

With these sharper tools for experiment and analysis, the
objectives of the present study could be recast in the framework
of impulsive coherent control.30 The pump pulse parameters
constitute control levers which can be used to selectively sculpt
the ground state density. In an analogous fashion, the parameters
of the probe pulse serve as selective filters for observing the
transient ground state evolution. These parameters include
central wavelength, intensity, relative timing, and residual chirp.
The objective of the current study is to investigate the degrees
of control afforded by these levers over the RISRS process.
Through these insights, manipulation of the pump and probe
stages will be used to selectively observe specific modes of
vibrational motion and follow their evolution at will.

In this paper, nearly quantitative agreement between the
model and experiment is demonstrated. Results show that even
at very moderate excitation intensities the observed behavior
deviates from the range of validity of perturbation theory. Proper
selection of pump and probe pulse wavelengths provides an
effective suppression of the symmetric stretch fundamental in
the RISRS signal, allowing measurement of the first and second
harmonic dephasing dynamics and of antisymmetric stretching
activity with enhanced precision. Finally, control of the probe
pulse chirp was demonstrated to have strong impact on the
RISRS spectral signature, serving to fully map motion of the
dynamical hole in phase space.

II. Theory

A theoretical framework of understanding is the basis for
interpreting and guiding the experimental studies. This task is
achieved by a two tier approach: combining approximate
analytic formulas with more rigorous quantum simulation
methods. Much of the theory has been developed and tested in
previous studies.10,11,15The present account briefly reviews the
main conceptual points and the simulation methods. The
subsection describing the absorption of probe pulse contains
new results and, therefore, is described in more detail.

A. Impulsive Control: Coordinate Dependent Two-Level
Picture. The conceptual framework of controlling the ground
surface dynamics is based on abruptly sculpting the nuclear
distribution in phase space. A pulsed optical transition from the
ground to the excited electronic surface changes the ground state
from a stationary to a nonstationary distribution. The main
control knobs on the process are the central excitation frequency
ωL, pulse durationτpump, amplitude ε, and chirp. A more
complex control scheme involves a multipulse excitation
procedure where the time delayτ12 between pulses is an
additional control parameter.

In the impulsive limit, a time scale separation exists between
the electronic excitation process and the nuclear dynamics.
Conceptually the theory resembles the Born-Oppenheimer
approximation. Freezing of the nuclear motion during the pulse
enables study of the excitation process at each nuclear config-
uration separately. This is the basis of the coordinate dependent
two-level-system approximation.10,15For each internuclear con-
figuration X, a local Rabi frequency can be defined:

where 2∆̂(X) ) V̂e(X) - V̂g(X) - pωL is the local RWA
detuning andU(X) is the local coupling

ε(X) is the instantaneous pulse amplitude mapped onto the
coordinate using the reflection principle (Cf. Figure 1) andµ(X)

Figure 1. Schematic illustration of the impulsive excitation of the
symmetric stretch mode. The pulse shape in the time domain is
transformed into a bandwidth in the frequency domain. The coordinate
range∆X influenced by the pulse is obtained by the reflection principle.
Notice that for I3- there are two excited surfacesVe andV′e leading to
two overlapping absorption bands.

Ω̂(X) ) x∆̂2(X) + Û2(X) (2.1)

Û(X) ) ε(X)‚µ̂(X) (2.2)
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is the dipole function. The maximum degree of Rabi cycling
is determined by the angleθ(X) defined by cos(θ(X)) )
∆(X)/Ω(X).

The position dependent Rabi frequency, eq 2.1, is the key to
understand the control possibilities. For regions of configuration
close to the resonance pointXL, ∆(XL) , U(XL) which results
in θ ≈ 90°. The population can therefore fully cycle between
the ground and excited electronic surfaces. The degree of cycling
depends on the area under the pulse profile. For pulse intensities
less than∫U(XL) dt ) π, the population transferred to the excited
electronic surface leaves a void in the ground surface position
distribution. The position of the void or dynamical hole can be
controlled by tuning the carrier laser frequencyωL. For pulse
intensities larger thanπ, because of Rabi cycling, the void starts
to refill. In the extreme case of a 2π pulse, the void atXL

completely refills. Because of different rates of cycling because
Ω ) Ω(X), each internuclear position obtains a different phase
from the field, shifting the final phase space distribution in the
momentum direction. Far from the resonance point∆(X) .
U(X), the degree of cycling is small, and therefore, almost no
population transfer takes place. The large Rabi frequency results
only in a small momentum shift to the initial distribution.10,13

Chirping the excitation pulse has two main consequences.
First, the chirp has a tendency to correlate the changes in the
position and momentum distribution.27,31,32 Second, at high
intensity, the chirp leads to adiabatic transfer.33,34The first effect
can be understood semiclassically as an excitation that follows
the motion of a wave packet. To synchronize with positive
momentum, the pulse has to have a negative chirp (from blue
to red). A positive chirp will synchronize with the motion of a
wave packet with negative momentum. At high intensity, the
chirp has an additional effect which leads to adiabatic transfer.33-35

If the chirp rate is slow relative to the Rabi period, adiabatic
transfer prevails and all of the population is transferred from
the ground to the excited surface at the particular range of
position∆X. As a consequence, the Rabi cycling is eliminated.36

Electronic dephasing has a profound effect on the shape of the
dynamical “hole”. The effect diminishes the population transfer
and diffuses the localization of the hole.10

B. Simulation. The creation of the dynamical hole was
simulated by solving the multisurface time dependent Schro¨d-
inger equation for each initial vibrational eigenvalue:

The dynamics were generated by an effective Hamiltonian
operator using the rotating wave approximation:

where-εj(t) is the envelope of the pump field. Extension to
multiple excited electronic states is straightforward. The rotation
vector|ψ̃〉 is related to the original state by the transformation:
|ψ̃〉 ) exp(iωLtŜz)|ψ〉, whereS̃z is a rotation generator. Propaga-
tion in time was performed using a Chebychev polynomial
expansion of the evolution operator.37 The propagation was
realized in discrete steps with a time increment shorter by two-
orders of magnitude than the pulse duration. The results of the
propagation for each initial vibrational wave function were
combined with Boltzmann weights to construct the final state:
F̂f ) Σie-âEi|ψi(tf)〉〈ψi(tf)| whereψi(tf) is the wave function on
the ground surface after the pulse is over. The projection ofF̂f

on the ground surface was the starting point of simulations

including the dissipative dynamics, on the basis of propagating
the Liouville von Neumann equation.15

The detected signal is proportional only to the dynamical part
of the ground surface density. This leads to a definition of the
dynamical hole which is orthogonal to the equilibrium state:10

F̂d ) F̂f - c2F̂eq, whereF̂f is the density operator after the pulse
F̂eq is the stationary or initial density operator.c2 is the
normalized scalar productc2 ) tr{F̂f‚F̂eq}/tr{F̂eq

2}, which
represents the difference between the final state and the initial
equilibrium state. A measure of the coherence induced by the
pump has been defined as10 C2 ) tr{F̂d

2}, which equally
represents the depth of the dynamical hole.

A Wigner function38,39 of the final density operator

as well as one for the holeWd(p,x) were generated for visualizing
the state prepared by the pump pulse. Figure 2 shows the Wigner
function created in this fashion using scalled position and
momentum coordinatesxj ) (mω/p)1/2x andpj ) (1/mωp)1/2p.
In these coordinates, the unitary time evolution is simply a
rotation around the origin in phase space.

The negative density in the Wigner function ofF̂f (the blue
color in the upper panel) is evidence for a purely quantum
mechanical contribution to the distribution in phase space
reflecting interference in the light-induced coherent motion.

ip
∂

∂t (ψ̃e

ψ̃g
) ) H̃ (ψ̃e

ψ̃g
) (2.3)

H̃ ) (H̃e - pωL/2 -εj(t)µ̂/2
-εj(t)µ̂/2 H̃g + pωL/2) (2.4)

Figure 2. Phase space picture of the state created by the pump pulse
F̂f is shown in the upper panel. Below, the initial stateF̂eq and the
dynamical holeF̂d ) F̂f - c2F̂eq are also shown. In this example, the
hole is created by an excitation pulse with a frequency corresponding
to the center of the lower absorption band, i.e., 364 nm. The states are
shown as Wigner functions in phase space in scalled coordinates, where
blue color represents negative density (see text).

Wf(p,x) ) 1
2π∫ F̂f(x - y/2, x + y/2)eipy dy (2.5)
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C. Absorption of the Probe Pulse.The total energy absorbed
by the probe pulse is linearly related to the change in population
on the ground electronic surface15

The change in population∆Ng can be simulated directly by
solving eq 2.3 with the characteristics of the probe pulse. The
initial condition is the transient wave function induced by the
pump on the ground electronic surface. It is assumed that the
excited part of the wave packet at the probing timetp has already
dissociated and thus moved out of the observation window.

An approximate alternative to the direct simulation of the
probe signal is obtained by an observable represented by a
window operatorŴ:

The window operator provides direct insight into the probing
process as well as reducing the computational effort. Equation
2.7 implies that the window operatorŴ is independent of the
state of the systemF̂(tp). This statement is true if the intensity
of the probe pulse vanishes, which eliminates the contribution
of cycling back from the excited electronic surface. Moreover,
the observation process is not instantaneous and is completed
in a time duration proportional to the probe pulse durationτp.
The concept of eq (2.7) is to collapse the observation to a single
instant of timetp. The collapse assumption for the window
operator is equivalent to the impulsive condition that the nuclear
motion is frozen during the observation.

Because the static contribution is subtracted from the signal,
the probe signal observation can also be viewed as an overlay
between the density of the holeWd in phase space and a compact
Wigner-Weyl function38,39Ww(p,x) ) 1/(2π)∫ Ŵ(x - y/2, x +
y/2)eipy dy, representing the observation window:

Equation 2.8 is the basis of the conceptual insight on the
emergence of the transient signal form the overlap in phase space
between the dynamical hole and the window operator.

Explicit expressions of the window operator are obtained by
considering an initial state on the ground electronic surface
ψg(tp - cτp) at a timecτp before the probing timetp. The
constantc is determined such thatε(t ( cτp) ≈ 0. This initial
state will evolve under the influence of the probe pulse to

Because of the total norm conservation, the change in norm on
the ground surface can be measured on the excited surface:

For a probe which typically has weak intensity, time dependent
perturbation theory can be used to obtain the final excited-state
wave functionψe(tp + cτp) from the initial ground-state wave
function ψg(tp - cτp):

Under the impulsive conditions [Ĥe, Ĥg] ≈ 0, eq 2.10 simpli-
fies to

whereε(t) ) εj(t) exp(iωLt). The structure of eq 2.11 allows a
synchronization of the ground and excited wave function to a
common timetp, leading to

Equation 2.12 relates any arbitrary initial wave function on the
ground surface to the final wave function on the excited surface,
collapsed to a single instant of time. The window operator is
therefore constructed from the projection composed from the
curly bracket in eq 2.12.

For a Gaussian shaped probe pulse with the envelope function,
εj(t) ) Ae-(t-tp)2/2τp

2, eq 2.12 can be integrated leading to the
window operator:

This expression is identical to the one obtained by Ungar and
Cina.14 A similar expression can be obtained for a square pulse
where the Gaussian is replaced by a sinc function.15

The window operator representing the probe absorption signal
can be interpreted as a finite precision position measurement
performed on the ground surface densityF̂g. The precision of
the position measurement is determined by the slope of the
difference potential 2∆(x), at the point of resonance:R ) 2
d∆(x)/dx|∆)0, leading to∆X ≈ p/Rτp (see Figure 1). For the
I3

- system, with a pulse duration ofτp ) 25 fs, the resolution
in position in the symmetric stretch direction becomes∆X )
0.1 Å.

Chirping the probe pulse modifies the window operator.
Consider the following chirped pulse:

whereø measures the chirp rate. Because the chirp lengthens
the pulse, the impulsive approximation is corrected by the
next order inτ in the exponent of eq 2.10, i.e., [Ĥe,Ĥg] )
2[∆̂,P̂2/2M] ≈ ipRP̂/M. This will lead to the following excited-
state wave function:

Comparing eq 2.15 to eq 2.12, one finds that the chirp rateø is
correlated with the velocityVj ) 〈P̂/M〉. On performing the
integration, the window operator is approximated as

The window operator in eq 2.16 enhances areas in phase space
where the velocity is correlated with the chirp rate. Taking the

∆E ) -pωL∆Ng (2.6)

∆E ≈ -pωLtr{F̂(tp)‚Ŵ} (2.7)

Signal) ∆E ≈ -pωL∫∫ dp dx Wd(p,x)Ww(p,x) (2.8)

(0ψg(tp - cτp) ) f (ψe(tp + cτp)
ψg(tp + cτp) ) (2.9)

∆Ng ) -∆Ne ) - 〈ψe(tp + cτp)|ψe(tp + cτp)〉

|ψe(tp + cτp)〉 ) i
p
∫-cτp

+cτp dτ exp[-i/pĤe(cτp-τ)]µ̂ε*(τ)

exp[-i/pĤg(τ+cτp)]|ψg(tp - cτp)〉 (2.10)

|ψe(tp + cτp)〉 )

exp(-i/pĤecτp){ i
p
∫tp-cτp

tp+cτp dτ exp(-i/p2∆̂τ)µ̂εj*(τ)}
exp(-i/pĤgcτp)|ψg(tp - cτp)〉 (2.11)

|ψe(tp)〉 ) { i
p
∫tp-cτp

tp+cτp dτ exp(-i/p2∆̂τ)µ̂εj*(τ)}|ψg(tp)〉 (2.12)

Ŵ(x,x′) )
π(τpA)2

p2
exp( -2∆2(x)

p2
τp

2)‚µ̂2(x)δ(x - x′) (2.13)

ε(t) ) A exp[ -(t - tp)
2

2τp
2

+ i
ø
2
(t - tp)

2 + iωL(t - tp)] (2.14)

|ψe(tp)〉 ) { i
p
∫-cτp

+cτp dτ exp[- i
p
2∆̂τ - τ2

2τp
2]

exp[i(ø/2 - R/2p P̂/M)τ2]µ̂}|ψg(tp)〉 (2.15)

Ŵ(x,x′) ∝ exp[-
2∆2(x)

p2
τp

2 2

1 + τp
4(ø/2 - (R/2p)Vj)2]‚

µ̂2(x) δ(x - x′) (2.16)
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next order in the expansion of∆, i.e., R2 ) (d2∆/dx2)∆)0,
through the commutator of the ground and excited Hamiltonian
will add the momentum position correlation operatoripR2/M
(X̂P̂ + P̂X̂) to eq 2.16. This addition will cause a rotation in
phase space of the window operator (see section IV.D). The
present approach to a chirped probe is different than the
semiclassical approach of Zadoyan et al.32 where the window
function is defined only in coordinate space.

The concept of synchronizing the ground and excited wave
functions to a common timetp can be used to obtain a numerical
representation of the window operator. Each initial eigenfunction
φn on the ground electronic surface at timet ) -cτp evolves to
an excited-state wave functionψe(n)(+cτp), where the peak of
the probe intensity is shifted to timet ) 0. These wave packets
are propagated backward in time under the free evolution on
the excited surface tot ) 0: ψe(n)(0) ) e+i/pĤecτpφe(n)(+cτp).
The window operator is constructed from the sum of excited-
state projections from all of the initial eigenvalues. To complete
the synchronization, the window operator is propagated forward
in time for durationcτp generated by free evolution on the
ground surface Hamiltonian:

The window operators are shown in phase space in Figure 3.
The blue color regions representing negative density are an

indication of the failure of the perturbation description, eq 2.15,
even for vanishingly small probe intensities. The basic assump-
tion in the perturbative expansion is that population moves
unidirectionally from the ground to the excited surface or in a
two-level description the light induces only a small fraction of
a Rabi cycle. However, the Rabi frequency for vanishing
intensity, Ω(X) ≈ |∆(X)|, is proportional to the detuning.
Therefore, even for zero intensity for large detuning, there is
considerable cycling. These considerations define the range of
validity of the perturbation approach as∆(X)‚τp , p. For a
pulse of 30 fs for the I3- system, this translates to a detuning
of ∆(X) , 1500 cm-1.

III. Experimental Procedures
A. Experimental Details. The amplified laser used in this

study removes two major limitations imposed by its predeces-
sor: mediocre time resolution and the inability to tune the

excitation pulses. The current homemade system provides a high
repetition rate source of nearly transform limited pulses which
are continuously tunable from the near-IR to the UV. The system
consists of a KLM Ti;sapphire oscillator and multipass amplifier,
coupled to a commercial OPA (TOPAS, Light Conversion). The
oscillator follows the design published by Asaki et al.40 and is
pumped with 4 W ofargon ion radiation (Coherent Innova 310).
This oscillator, which was built around a crystal purchased from
EKSMA, produces a 300 mW train of 17 fs pulses, with a
FWHM spectral band of 45 nm, and an 85 MHz repetition rate.
Before amplification, the pulses were stretched in an all
reflective stretcher, which preserves the spectral width of the
oscillator output, to a duration of 25 ps. The stretcher was
constructed from a 600 line/mm grating (Richardson Grating
Lab) and a 6 in. gold parabolic mirror of 91 cm focal length
(Edmund Scientific).

After a single pulse was selected from the stretched pulse
train at a frequency of 1 kHz (Pockells cell; Fast Pulse
Technology), the pulse was injected into a multipass amplifier
pumped with 10 mJ pulses from an intracavity doubled YLF
laser (527 Quantronix DP-H). The amplifier is based on the
design of Backus et al.,41 with some modifications. Pumping
was achieved axially by focusing the YLF output into a 6 mm
optical path length brewster cut sapphire crystal (Casix). This
is achieved using 2 in. diameter dichroic end mirrors with 75
cm radii of curvature (CVI), which transmit the pumping
radiation and reflect the near-IR. A mask of 2.2 mm holes on
3.6 mm centers is introduced between the planar gold reflector
and one of the end mirrors to reduce effects of ASE, and self-
focusing. 8 round trips in the amplifier produce a 1.3 mJ pulse
(13% conversion of the pump energy). The amplified pulses
were spatially filtered and temporally compressed with a grating
pair to produce the ultimate output of 28 fs (FWHM) pulses
containing 700µJ of energy, at 1 kHz. The spectrum of the
output is centered at 800 nm. 80% of this output is used to
pump the OPA, generating 18-22 fs pulses throughout the
visible range (450-750 nm) via frequency doubling the IR
output or nonlinear mixing with the 800 nm fundamental.

The UV pulses were generated by quadrupling the OPA
output in sub-100 micron BBO crystals which minimize pulse
broadening because of group velocity mismatch. Prism pairs
were used to control linear chirp both before and after the BBO
doubling crystals, to obtain the highest time resolution. In some
experiments linear chirp was intentionally introduced by
increasing or decreasing the depth of prism insertion in the same
compensating pairs.

I3
- solutions were prepared by mixing iodine and iodide salt

(KI for ethanol or (CH3)4NI for acetonitrile) with a 10% excess
of iodide. The concentration of the solution changed from
experiment to experiment to provide 50% absorption of pump
energy. The integrity of the solution was monitored by measur-
ing the UV-vis absorption spectrum before and after the
experiments, and demonstrated to be unchanged by the irradia-
tion. The sample was circulated through a 200µm path length
cell equipped with 150µm quartz windows, using an all Teflon
peristaltic pump (Cole Parmer), at a rate which refreshed the
sample irradiated between shots.

Pump and probe pulses were focused through a 25 cm quartz
singlet into the sample. Intensity of the pump and probe pulses,
as well as the transmitted probe, were collected by amplified
photodiodes and digitized on a fast A/D converter. The
transmitted probe was subtracted from the reference pulse in a
lock-in amplifier (EG&G, 7260) and the pump beam chopped
at 500 Hz. The resulting signal detected at this frequency was

Figure 3. Window operator in phase space. (a) Top: a probe centered
at 364 nm. Bottom: a probe centered at 400 nm. (b) The influence of
the chirp on a window function centered at 400 nm. The( signs
represent the positive and negative chirp of 500 fs2. Notice that the
phase space in panel b is rotated by 90° with respect to panel a.

Ŵ ) -exp[-i/pĤgcτp](∑
n

|ψe(n)(0)〉〈ψe(n)(0)|)

exp[+i/pĤgcτp] (2.17)
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digitized and dynamically normalized to changes in pump and
probe reference intensities. The time delay between pump and
probe was controlled by a high-resolution DC motor actuated
translation stage (Newport, PM500). Computer control of the
data collection as well as the subsequent data analysis to be
described below were programmed in Labview.42

B. Experimental Analysis.The outcome of the experiment
was a time series, composed of the absorption of the probe pulse
at incremental time delays:Sex(n∆t). The time series reflects
the ground-state nuclear motions induced by the pump and
viewed by the probe. The ultimate goal of the analysis is a
breakup of the spectral modulations into contributions from
individual active vibrational modes and to extract accurate values
for their frequencies and decay dynamics.

A powerful tool employed for this purpose is the filter
diagonalization technique.43-45 The method is based on the
assumption that the time signal can be represented as a sum of
complex exponentials:

whereΩj ) Re(ωj) is the desired frequency,τj ) 1/Im(ωj) is
the life time, anddj is the complex amplitude of thejth
component. 4K is the number of fitting parameters. The
assumption of exponential vibrational dephasing of each com-
ponent is by no means assured in view of contrary examples in
the literature.46 Implications of this assumption will be addresses
in section V.

The analysis method employs only a small frequency window
inside the physically relevant range. In this range, the frequen-
cies are extracted by diagonalization of a small matrix. The
matrix elements are evaluated directly from a stroboscopic
sampling of the signalS(n∆t) where∆t is the sampling interval.
The method is particularly suited for pump-probe ultrafast
experiments where∆t is determined to a very high precision
(( 0.3 fs).

The experimental background of the signal was eliminated
either by the subtraction of a low order polynomial fit to the
data (order 2-3) or by letting the Filter-Diagonalization
procedure fit the background. The relevant frequencies above
100 cm-1 were not sensitive to the background subtraction
method.

The advantage of the method is the ability to extract the
desired parameters, with high fidelity, using only a limited
number of data points. The validity of the output parameters
was checked in the time and frequency domains. In the time
domain, the results were checked by eq 3.1. The experimental
signal was reconstructed starting with the frequencies with the
largest amplitudes|dj|. For each additional frequency,ωj that
was added to the sum, the signal was compared to the
experimental output. When the agreement with the experimental
data was satisfactory the procedure was stopped. This constitutes
the minimum set of amplitudes and frequencies which recon-
struct of the experimental signal. Adding frequencies beyond
the minimum set increasedø2, whereø2 ) Σn)1

N (Sex(n∆t) -
S(n ∆t))2/(N - 4K). In the frequency domain, the spectrum was
reconstructed using the relation

TheF(ω) function was reconstructed with the minimum set of
frequencies and compared to the Fourier transform of the

experimental signal. In the analyzed signals, aside from very
rapidly decaying or very low-frequency components, the leading
amplitudes could be assigned to the known molecular modes,
their harmonics and combination bands.

There were cases where the analysis resulted in a group of
close-lying frequencies. The possibility of regrouping these
frequencies was checked by using a nonlinear fit procedure to
refit the experiment with only one representative frequency. A
nonlinear fit procedure was also used to check the possibility
of non exponential decay. Theø2 criteria was used to determine
if this procedure was valid.

The filter-diagonalization (FD) fitting procedure can be
compared to the linear prediction singular value decomposition
(LP-SVD)47 procedure because both methods fit the data to a
similar functional form. The advantage of the FD is that the
stroboscopic structure of the data is incorporated in the method.
Typically in pump probe spectroscopy the time delay is
determined very accurately compared to the amplitude of the
signal which is affected by noise. The FD method is ideally
suited for such situations.48

IV. Case Studies

Once the target of control was defined as suppression of the
symmetric stretch fundamental and the enhancement of the
remaining frequencies, a number of distinct strategies were
studied. Each subsection describes a specific strategy, its
experimental implementation, and theoretical foundation.

After the concept of both the dynamical hole and the probing
window function are described, the general approach for
suppressing the first harmonic component of the symmetrical
stretching in the RISRS signal is straightforward. The complete
signal cycle involves both the generation of the hole by the
pump and its observation through the coordinate dependent mask
defined by the probe. We concentrate on a two-dimensional
representation of vibrational phase space in terms of the
symmetrical stretching mode and disregard the possibility of a
chirped probe. All that is required for first harmonic suppression
is to prepare a dynamical hole and/or to devise a probe window
function withC2 symmetry in phase space, assuming the rotation
axis is perpendicular to the (p,x) plane and centered at its origin.
Either or both of these will ensure that one period of phase
space rotation (one period of vibration) will produce a signal
with two repeated and identical time sections, excluding a first
harmonic component at the fundamental frequency by definition.
The following case studies will examine specific strategies for
obtaining this goal and describe their limitations and fortitudes
with respect to the control objective.

A. Drilling a Hole in the Middle of the Absorption Band.
By tuning the pump frequencyωL to the center of the absorption
band, the dynamical hole in coordinate space is produced with
reflection symmetry with respect to the minimum point of the
potential well. If inversion symmetry is also imposed with
respect to zero momentum, the desiredC2 symmetry is obtained.
A momentum kick induced by the pump will break this
symmetry leading to the appearance of a first harmonic
component in the signal. A measure of the degree of symmetry
breaking of the dynamical hole is defined as the momentum
change on the ground surface normalized to the depth of the
dynamical hole:

whereC is the coherence measure (cf. subsection II.B).

S(t) ) ∑
j)1

K

dj exp(-iωjt) (3.1)

F(ω) ) ∑
j

dj

ω - ωj

(3.2)
Ph )

〈P̂〉
C

)
tr{P̂F̂d}

C
(4.1)
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The source of the momentum kick is quite subtle. We found
by simulation that our previous semiclassical estimations10,15

were misleading. Figure 4 shows the buildup of the momentum
kick during the pulse. At small fractions of the Rabi cycle, i.e.,
Ut , π, a universal buildup of a negative momentum kickPh is
observed. In this region of intensity, the momentum〈P̂〉, the
coherence measureC, and the population transfer∆Ng all scale
linearly with the fluence (ε2). This phenomena can be rational-
ized by first decomposing the zero momentum initial stationary
state to a superposition of pairs of wave packets with positive
and negative momentum. The absorption process has a bias to
the promotion of the positive momentum wave packet, thus
leaving behind a negative momentum contribution. This phe-
nomena is related to the different absorption of a positive or
negatively chirped pulse.27,36 The zero intensity negative
momentum kick means that a residual symmetry breaking,
causing a first harmonic signal, will occur even at very small
fluence values. The broken symmetry in the dynamical hole
for low fluence is clearly observed in panel 1 of Figure 5 which
shows a phase space picture of the dynamical holeF̂d.

Upon increasing intensity thePh increases nearly linearly with
fluence and eventually changes sign (cf. Figure 4). This effect
is purely quantal because it results from interference between
the ground state wave function and the wave transferred back
from the excited state by the optical cycling, see Figure 5. The
population transfer which accompanies the change of sign ofPh
is moderate∆Ng ∼ 13%. This point represents a peak ratio in
second to first harmonic amplitude. This maximum is clearly
observed in the experimental signal (cf. Figure 6). Further
increase in intensity was found to reduce this ratio, which is
consistent with an increase of the positive momentum kick.

For even higher pump intensities the momentum distribution
changes shape almost completely loosing theC2 symmetry. This
is the result of additional interference causing an oscillation in
the momentum kick as a function of fluence (cf. Figure 5).
Figure 5 confirms the analysis that theC2 symmetry breaking
is in the momentum direction. This fact means that the peak of
the first harmonic components will coincide with half the
transmission peaks of the second harmonic component. As a
result, one of the peaks of the second harmonic component
will be enhanced, creating a sawtooth like signal with a
different direction for negative and positive momentum kick
(cf. Figure 6).

The insight gained by this analysis leads to the possibility of
controlling the relative phase between the first and second
harmonic components using intensity and detuning as control
knobs. A phase shift ofπ/2 (with respect to the fundamental
frequency) between the first and second harmonic components
can be obtained by symmetry breaking in the coordinate
direction. This operation is easily obtained by detuning the
excitation frequency slightly off the center of the absorption
band. A combination of intensity and detuning enables control
of the amplitude ratio as well as control of the relative phase of
the first and second harmonic components of the signal.
Alternatively, observing the transient signal allows a direct
determination of the initial shape in phase space of the
dynamical hole.

Figure 6 displays the measured pump probe signal for
different intensities corresponding to the simulation presented
in Figure 5. The transition from a signal with a significant first
harmonic component for low intensity to a signal dominated
by a second harmonic component at higher intensity and a
decrease of the second harmonic component for even higher
intensity is evident in the time domain, where the main period
of oscillation doubles. This is born out in the spectral analysis

Figure 4. The buildup of the momentum kickPh as a function of time
for different intensities. The duration of the pulse is indicated. After
the pulse is over the momentum kickPh oscillates with the period of
the fundamental frequency. The insert shows the final momentum kick
Ph determined after the pulse is over as a function of fluence, showing
the transition from negative to positive momentum.

Figure 5. Intensity effect on a holeF̂d drilled in the middle of the
band (364 nm) showing the breaking of theC2 symmetry. The intensities
are in units of fluence, where panel 1, 0.017 mJ/cm2 (∆Ng ) 0.02);
panel 2, 0.14 mJ/cm2 (0.13)Ph ) 0; panel 3, 0.24 mJ/cm2 (0.19); panel
4, 0.66 mJ/cm2 (0.23); panel 5, 2.63 mJ/cm2 (0.30). The ellipse in panel
1 represents the probe windowWw located at 400 nm. The white point
represents the origin of rotation in phase space which is the zero position
momentum point. The left panels show a top view, whereas the right
panel shows a stereoscopic perspective.
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shown in the right panel of Figure 6. The other significant
frequency in the data is the antisymmetric stretchω ) 145 cm-1,
indicating a breaking of symmetry of the I3

- molecule by the
solvent.23,24,50

A series of experiments were performed where both the pump
and probe were in the middle of the absorption band either at
364/364 or, for the upper band, at 290/290. With a careful
selection of the wavelength and chirp, the first harmonic signal
was suppressed almost completely because ofC2 symmetry of
the probing window function in phase space.

B. Drilling Two Holes Simultaneously. Pump 325 nm
Probe 400/325 nm.The absorption spectrum of I3

- is composed
of two overlapping absorption bands. By choosing an excitation
frequency where the two absorptions are equal, two holes are
created (see Figure 1). Because the two holes are positioned
nearly symmetrically around the zero point in phase space, the
desiredC2 symmetry is approximately obtained. Panel b in
Figure 8 shows the phase space distribution after the pump.
The excitation removes amplitude from both sides of the initial
distribution, creating a state which is narrower than its uncer-
tainty width in the ground state. Such a nonclassical distribution
indicated by its negative components (blue) resembles a
“squeezed state” in quantum optics.51,52The distribution of the
hole shows that a probe far from the center will experience more
first harmonic character than a probe close to the center of the
absorption band. This is evident in Figure 7, where a probe at
400 nm shows dominant first harmonic dynamics. A probe at
325 nm shows dominant second harmonic dynamics due to a
filtering effect of the double probing window. At first sight the
pump probe signals in the two solvents look very similar. A
more careful examination, in particular by filter-diagonalization
analysis, reveals an antisymmetric contribution in I3

- in ethanol
which will be absent from the acetonitrile data.

The 325/325 trace in the acetonitrile data has the typical
characteristics of aπ/2 phase shift between the first and second
harmonic components. This means that the symmetry breaking
is along the momentum direction which could be interpreted as
an intensity effect. Other traces with the similar pump probe

wavelength combinations (not shown) display a sawtooth like
signal indicating symmetry breaking in the coordinate direction.

C. Multipulse Excitation. Pump 400/400 nm Probe 400
nm. A generally applicable method for ensuring theC2

symmetry in phase space is the introduction of a double
excitation pulse delayed by half a fundamental period. A similar
method was previously used for studying interference effects
in impulsive Brillouin scattering.49 The holes created have
similarities to the ones created by the simultaneous drilling of
two holes.

From an eigenstate viewpoint, the double excitation creates
a constructive interference for the even eigenstates and a
destructive interference for the odd eigenstates. This process
can be observed in Figure 9. As an indication of a coherent
process, the amplitude of theV ) 2 component after the second
pulse is enhanced by a factor of∼5 relative to its amplitude
after the first pulse.

From the phase space viewpoint, one can imagine the effect
of the pulse as first shaving one side of the distribution and
then using the dynamics to rotate the distribution by 180° and
shaving the other side of the distribution. This effect can also
be utilized to make higher order harmonics by using three pulses
separated by1/3 of a period etc. The shape of the dynamical
hole created by this method is shown in the top panel of Figure

Figure 6. Pump probe signal of I3
- in ethanol for four different pump

intensities. The spectrum of the pump and probe pulses is indicated in
the insert superimposed on the absorption spectra of I3

-. The right panel
shows the Fourier transform of the signal together with the filter-
diagonalization fit to the data shown as histograms indicating the main
frequencies and amplitudes in the data. The top label indicates the
position of the fundamental frequency 111 cm-1 and its second
harmonic. The insert shows the spectrum of the pump and probe pulses
superimposed on the absorption spectrum of I3

-.

Figure 7. Pump probe signal for I3
- in ethanol (top) and acetonitrile

(bottom). The pump wavelength is at 325 nm. The top trace shows a
probe at 325 nm and the bottom trace shows a probe at 400 nm. The
right panel displays the filter-diagonalization fit to the dominant
frequencies superimposed on the Fourier transform of the data.
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8. Again the phase space distribution has a nonclassical
component resembling a squeezed state. The symmetric shape
of the hole will lead to a dominant second harmonic component
irrespective of the detection scheme. This effect can be seen in
the experimental results of Figure 10.

D. Chirping the Probe Pulse. Pump 400 nm, Chirped
Probe at 325 nm.As stated in section II.C, residual chirp in
the probe radiation will break the symmetry of the window
function with respect to the zero of momentum and, accordingly,

will corrupt the intendedC2 symmetry. In this case study, we
will demonstrate this effect and highlight the utility which it
provides for pinpointing the coordinates of an evolving ground-
state density in phase space. The effective suppression of
fundamental modulations as expected for 325 nm probing is
demonstrated in the no-chirp trace of Figure 11.

A positive chirp of the probe pulse moves the detection
window in the direction of negative momentum (see section
II.C and Figure 3). The breaking of theC2 symmetry will cause
the appearance of the first harmonic component in the signal.
The same should be true for a negatively chirped probe with
the difference that the detection window is shifted to positive
momentum. This difference in the direction of the symmetry
breaking should cause exactly aπ shift in the phase of the first
harmonic component irrespective of the amount of chirp. This
fact is clearly observed in Figure 11 where, because of the faster
relaxation of the second harmonic component, the signal, after
sufficient time (∼1500 fs), is almost exclusively composed from
the first harmonic component. The positive and negative chirped
modulations are exactly out of phase. The influence of chirping
the probe on the phase of the second harmonic component is
gradual and is caused by the shift in the window position to

Figure 8. Comparison of final densityWf (left panel) and dynamical
densityWd (right panel), created by (a) sequential drilling of two holes
by half a period delay (excitation at 400/400 nm) to (b) simultaneous
drilling of two holes (excitation at 325 nm) and to (c) an intermediate
intensity hole drilled in the center of the band. (excitation at 364 nm).

Figure 9. Creation of a hole by a double pulse. The two pulses are
centered att ) 0 andt ) 0.5 in units of the vibrational period (300 fs).
The change in population on the different eigenvalues is shown as a
function of time.

Figure 10. Pump probe signal for I3
- in ethanol. The figure compares

a pump at 400 nm (bottom trace) to a multipump pulse with a time
delay of half a period (top trace). The probe is also at 400 nm.

Figure 11. Pump probe signal for I3
- in acetonitrile for different chirps.

The figure compares a pump at 400 nm and a probe at 325 nm with
different chirp rates. The vertical line emphasizes the correlation
between the phase shift of the signal and the chirp.
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earlier or later times depending on whether the chirp is positive
or negative, cf. Figures 11 and 12.

The lower panel of Figure 12 shows a signal directly
simulated for a positive, zero, and negative chirped probe. The
simulation was carried out by a direct integration of the
Schrödinger equation including the pump and probe fields
explicitly. The signal was calculated by adding the Boltzmann
weighted signal from each initial ground surface eigenstate. The
exactπ phase shift between the first harmonic components is
clearly evident. The two peaks in the signal are due to the
detection by the two observation windows. Their lack of
equivalence is the result of a different slope of the difference
potential in the right and left observation windows.

Another effect of the chirped probe is to reduce the signal of
the late detection in the positively chirped probe and the early
detection in the negatively chirped probe. This phenomena is
caused by a correlation between momentum and position which
tilts the observation windows, cf. Figure 12 and subsection II.C.
The tilting means that the probe can follow the motion of the
wave packet for a longer time when it is contracting from the
outer turning point and that a positive chirp will shift the
observation to negative momentum. The tilt in the observation
window is the result of a quadratic term (d2∆/dx2)∆)0 in the
difference potential which causes position momentum correla-
tion. When the simulated signal is compared to the observed
one, it is evident that the second derivative of the difference
potential is larger in the simulation than in the real I3

- potentials.
Chirping a probe with a frequency of 364 nm and a pump at

364 also showed a suppression of the second harmonic
component. The 364 nm chirped signal differs from the 325
nm chirped signal in that the fundamental component was not
enhanced, probably because of its absence from the initial state.

V. Spectral Analysis

The control insight demonstrated in the case studies, in
particular the ability to suppress the strongest spectral feature,
the fundamental symmetric stretch signal, enables the study of
the transient spectroscopy on the ground electronic surface of
I3

- with enhanced precision. With these tools at hand the
dephasing dynamics of the different harmonic components
composing the signal can be unraveled for different solvents.
Moreover weak spectral features such as the antisymmetric
stretch and combination band can also be observed. The case
studies presented in the previous section are only a small fraction
of the data sets which were studied experimentally for I3

- in
ethanol and acetonitrile. Detailed analysis of all of the collected
data is presented below in tabulated form.

A. Dephasing Dynamics of the Fundamental and Second
Harmonic Symmetric Stretch. Table 1 summarizes the result
of the filter-diagonalization analysis of the symmetric stretch
dynamics which fit the formula

The amplitude in the table represents the fraction of a particular
Fourier component in the total transient signal after the
background has been subtracted. A small amplitude of a
particular component degraded the reliability of the extracted
parameters. When the decay of the second harmonic dynamics
was analyzed, the possibility of an inertial effect was checked.
A Gaussian fit model was tried for the decay curves but was
inferior to the exponential fit.

The main observations in the table concerning the funda-
mental frequency of the symmetric stretch are the following:

(1) The frequency of the motion is 112( 1 cm-1 irrespective
of the solvent.

(2) The decay is exponential with a decay lifetime of
1030( 20 ps for acetonitrile and 950( 20 ps for ethanol.

The fundamental frequency in gas phase is very similar,
112 ( 1 cm-1,67 and fits well the ab initio result 114 cm-1.85

The decay rate is independent of the pump and probe charac-
teristics except when the pump and probe wavelength is close
to the middle of the absorption band (∼364 and∼290 nm)
where a very fast decay time is observed. Under these conditions
the first harmonic component is suppressed though not entirely.
The experiment at 290 nm at the peak of the higher absorption
band was done to prove that the RISRS signal is a true ground-
state property independent of the excitation frequency. The
similarities of the observations at 364 and 390 nm rule out
excited-state dynamics and chemical modulation of the nascent
product I2- as a source of the transient signal. The main
observations concerning the second harmonic are as follows:

(1) The frequency of the motion is 224( 2 cm-1 irrespective
of the solvent.

(2) The decay is exponential, with a decay lifetime of 480(
50 fs for acetonitrile. Ethanol is slightly slower, 500( 50 fs,
but it is within the experimental error bars.

(3) Within the experimental error, the decay rate was found
to be independent of the initial conditions induced by the pump
characteristics.

(4) An exponential decay describes the results well.

Figure 12. Top: schematic view in phase space of the position of a
hole located at the outer turning point and of the observation widows.
A positive chirp of the probe shifts the window to the negative
momentum direction and also correlates the position and momentum
which is observed as a tilt to the window. The opposite is true for the
negative chirp. The lower panel shows a simulated pump-probe signal
without dissipation. A positive chirp (red) delays the observation of
the first window and advances the observation of the second window
located at the inner turning point. The tilting causes additional
asymmetry between the two observation windows. The negative chirped
case is shown in blue and the zero chirp in black.

S(t) ) ∑
j

|dj| sin(φj - ωjt)e
-t/τj (5.1)
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B. Dephasing Dynamics of the Antisymmetric Stretch and
the Combination Band. Table 2 shows the result of filter-
diagonalization analysis for the antisymmetric stretch and
combination band dynamics. A significant signal could only
be detected in ethanol. Suppressing the fundamental frequency
unravels the weak signals of other frequencies.

(1) The frequency of the antisymmetric stretch is 143( 2
cm-1.

(2) The decay is exponential, with a decay lifetime of 640(
50 fs.

(3) The frequency of the combination band is 253( 2 cm-1.

(4) The decay is exponential, with a decay lifetime of 480(
70 fs.

(5) The decay of the combination band is slower than the
expected decay corresponding to the sum of the rates of the
symmetric and antisymmetric stretch (400 fs).

An antisymmetric stretch frequency of 140 cm-1 for I3
- in

ethanol was inferred by Ku¨hne et al.53 Ab initio calculations
indicate a frequency of 147 cm-1 (see ref 85).

VI. Discussion

Impulsive coherent control of molecular dynamics hinges on
a separation of time scales between the light induced transitions
and the intramolecular vibrational motions when impulsive
conditions prevail. It is particularly attractive for general control
of ground electronic surface dynamics in condensed phases. The
brevity of the control process allows initiation of particular
modes of motion before dissipative forces take over.

One may ask whether this process is coherent control? The
accepted criterion is that coherent control is aninterference
effect with at least two pathways leading to the final result.30,55,56

Reconsidering the process that creates the dynamical hole, it is
clear that cycling of the amplitude through the excited electronic

TABLE 1: Filter-Diagonalization Fit to the Symmetric Stretch Frequency and Its Second Harmonic

pump [nm] probe [nm] solvent frequencyω [cm-1] decayτ [fs] amplitude|d| phaseφ [rad]

290 289 acetonitrile 111( 1 620( 100 0.4( 0.1 1.8( 0.2
229( 1 420( 50 0.6( 0.1 2.3( 0.2

287 291 acetonitrile 112( 1 650( 100 0.6( 0.1 2.0( 0.2
227( 1 500( 50 0.4( 0.1 2.4( 0.2

ethanol 112( 5 770( 40 0.16( 0.04 2.1( 0.2
364 364 225( 5 500( 50 0.5( 0.1 1.9( 0.2

acetonitrile 113( 1 680( 100 0.3( 0.1 1.7( 0.4
227( 1 450( 50 0.7( 0.1 1.( 0.2

364 ethanol 113( 3 1200( 80 0.1( 0.1 0.( 0.3
low 400 224( 1 500( 20 0.5( 0.1 -1.0( 0.1
intensity acetonitrile 112( 2 850( 50 0.2( 0.1 2.5( 0.1

226( 2 460( 50 0.8( 0.1 -1.1( 0.3

364 ethanol 112( 1 1050( 30 0.39( 0.02 -0.4( 0.3
medium 400 222( 1 420( 70 0.44( 0.02 -0.4( 0.3
intensity 400 acetonitrile 113( 1 1100( 60 0.32( 0.06 -0.3( 0.3

225( 3 400( 80 0.68( 0.06 -0.8( 0.3

364 ethanol 111( 1 1100( 80 0.60( 0.1 0.( 0.3
high 400 224( 2 520( 70 0.3( 0.1 -0.6( 0.3
intensity acetonitrile 113( 1 1060( 30 0.85( 0.02 0.5( 0.1

227( 2 540( 60 0.15( 0.02 -0.2( 0.1

ethanol 112( 1 1000( 200 0.3( 0.1 1.7( 0.4
325 325 224( 1 530( 80 0.5( 0.1 2.3( 0.4

acetonitrile 113( 1 850( 100 0.3( 0.1 0.2( 0.2
225( 1 490( 30 0.7( 0.1 1.0( 0.2

ethanol 112( 1 1040( 10 0.7( 0.1
325 400 226( 2 430( 40 0.14( 0.02

acetonitrile 113( 1 1040( 20 0.7( 0.1
226( 2 510( 20 0.2( 0.1

325 112( 1 1300( 200 0.2( 0.1 -0.2( 0.1
no chirp 226( 3 490( 50 0.8( 0.1 -3.3( 0.1

400 325 acetonitrile 112( 1 1000( 200 0.8( 0.1 -0.3( 0.02
+ chirp 225( 2 600( 50 0.2( 0.1 -1.4( 0.2
325 112( 1 1100( 100 0.6( 0.1 2.5( 0.3
- chirp 226( 2 470( 50 0.4( 0.1 2.4( 0.3

ethanol 112( 1 1030( 30 0.7( 0.1 1.1( 0.1
400 400 225( 1 480( 100 0.2( 0.1 1.2( 0.2

acetonitrile 112( 1 1100( 50 0.6( 0.1 1.0( 0.2
225( 2 360( 50 0.4( 0.1 1.1( 0.2

ethanol 111( 3 1100( 100 0.1( 0.1 0.0( 0.2
400/400 400 226( 1 480( 50 0.6( 0.1 0.9( 0.2

acetonitrile 113( 2 1040( 60 0.1( 0.1 1.9( 0.2
226( 2 410( 50 0.9( 0.1 0.6( 0.2

TABLE 2: Filter-Diagonalization Fit to the Antisymmetric
Stretch Frequency and Combination Band

pump
[nm]

probe
[nm]

solvent frequencyω
[cm-1]

decayτ
[fs]

amplitude
|d|

364H 400 ethanol 142( 5 720( 70 0.15( 0.02
325 325 ethanol 148( 5 650( 300 0.13( 0.07
400 325 ethanol 147( 2 670( 50 0.08( 0.03
400 325 ethanol 263( 2 364( 50 0.1( 0.03
400 325C ethanol 144( 2 680( 50 0.11( 0.03
400 325C ethanol 253( 2 870( 50 0.11( 0.03
400/400 400 ethanol 143( 3 700( 100 0.12( 0.03
400/400 400 ethanol 255( 3 350( 100 0.2( 0.03

Ground Surface Dynamics of I3
- J. Phys. Chem. A, Vol. 105, No. 21, 20015091



surface and itsinterferencewith the initial ground-state wave
function is the main source of control. The basic mechanism of
coherent control is supplemented by multipulsing which allows
further interference pathways.

Many goals have been envisioned for coherent control, from
the photosynthesis of exotic molecules to precisely timed
switching of currents in mini-scale electronic devices. Here we
seek more fundamental insights. On the one hand, to understand
how parameters of the excitation field influence the induced
dynamics in the triiodide ground state; on the other hand, to
employ the degrees of control provided by the explored
parameters to learn more about the mechanisms governing
vibrational relaxation of triiodide in various solvents.

Impulsive optical excitation, our vehicle of control, is by no
means a new topic.1,7,9,13,15,57,58However, as demonstrated in
the present study, new insights concerning this process, both
of fundamental and applied importance, are still being uncov-
ered. The widespread application of impulsive photoexcitation,
with femtosecond lasers in recent years, underlines the impor-
tance of understanding its finer details, even in the limited scope
of induced ground state dynamics. Indeed, the material systems
of relevance extend beyond the molecular, identified in the
Introduction. Phonons which dress optical transitions in solids,54

acoustical phonons in nanoclusters,59 charge transfer reactions,60

or photoassociation of cold atoms61 can replace the vibrational
coordinates in this scenario. Although the frequencies of the
induced coherences may vary widely, the underlying principles
are essentially the same.

One fundamentally significant finding in the present study
is the striking demonstration of the inadequacy of a perturbative
approach for describing impulsively induced ground state
vibrational dynamics and its spectroscopic signature. The lowest
power in field intensity for a ground state variation should be
quadratic. Yet, here it was demonstrated that the asymptotic
dependence of the momentum change on intensity was linear.
Equally significant is the nearly perfect agreement, both in form
and in the levels of excitation, between the experiments and
the theoretical approach chosen here. In this study, an alternative
approach is used to simulate the material response to irradiation,
using direct propagation methods of the molecular density
matrix. A similar approach has recently been suggested for
simulating signals of CARS experiments and of other four-wave
mixing spectroscopies.62-65 These points are particularly sig-
nificant because many of the alternative theoretical descriptions
dealing with this process are cast in terms of the perturbation
theory, and must therefore be suspected of glossing over the
limitations of this approach as demonstrated in the current
results.

One of the main sources of insight is the phase space picture
of the dynamical hole. With this tool we are able to rationalize
the control manipulations. Creating a state withC2 symmetry
in phase space will completely eliminate the fundamental
frequency from the signal. Three different techniques were
demonstrated in the case studies to induce such a symmetry.
Breaking this symmetry is the agent of control. It can be done
either in the momentum direction by varying the intensity or in
the coordinate direction by tuning the pump wavelength. A
combination of these two control levers can induce dynamics
with a controlled combination of amplitude and phase of the
first and second harmonics of the signal. Chirping the pump,
which was not demonstrated explicitly, would add the ability
to move in the diagonal direction in phase space. There exist
other sources of uncontrolled symmetry breaking such as
anharmonicity. These can be included or neutralized by the

active control knobs. The symmetry in phase space is also the
key to understanding the probe manipulation. We have elabo-
rated on the concept of a window function. The window function
can be thought of as a shaped porthole limiting the views of
phase space. By constructing a window withC2 symmetry
properties only patterns with such a symmetry are observed in
the signal.

The effects of spectral chirp in the pump and probe pulses
are intriguing. Although up to this point we have related to this
parameter on equal footing with the others tested, in reality,
the effects of pump and probe chirp were stumbled over more
than they were intentionally recorded. For 400 pump and 325
probe data, we found it hard to reproduce results, until full chirp
scans were conducted! This fact, more than any other, exempli-
fies just how sensitive the reported results are to slight residual
spectral chirp in the pump and probe pulses. In other words,
residual chirp which had negligible effects in other wavelength
combinations strongly influenced the results of these pump probe
schemes. In retrospect, this effect can be rationalized and even
used to our advantage in understanding the underlying dynamics.
Accordingly, the quantum motion of the induced hole is
followed in phase space in analogy with the scheme suggested
by Zadoyan et al.32 for following excited state wave packet
evolution. Nonetheless, our results serve as a reminder of just
how strongly residual chirp can effect the RISRS signals under
specific conditions when short and therefore broadband pulses
are being employed.

Our results are also illuminating from an applied point of
view. RISRS has been previously used as a spectroscopic
method, both by ourselves10,18 and by others.6,25,52,59,66-68 Its
natural aptness for recovering vibrational dynamics of low
frequency modes stems from the fact that it is a time resolved
method. Here we have not only recovered accurate vibrational
dynamics pertaining to first-order coherences but also obtained
similar data for one higher harmonic. Furthermore, the pos-
sibility of first harmonic suppression by the various methods
described allows the determination of decay dynamics for the
second harmonic and for weaker bands such as the antisym-
metric stretch fundamental in ethanol with much higher preci-
sion.

Whereas all of the observed modulations have been ad-
equately modeled assuming exponential dephasing, it is impor-
tant to point out that any deviations from exponential decays,
as in cases of intermediate to slow modulation limits in a Kubo
line shape scenario, could be detected using this spectroscopy
as well. However, the methods discussed above do not require
any assumptions or functional representations of the prominent
fundamental modulation decay in order to implement its very
effective suppression, allowing reliable and much closer scrutiny
of the weaker modulation features. In contrast, an arithmetic
subtraction for achieving the same result would require repre-
sentation of the fundamental frequency component, perhaps, as
a Lorentzian peak in frequency, or an exponentially decaying
oscillation in time. Although it might fit the real feature very
well near its center, it could equally deviate substantially on
the wings distorting the structure of the low intensity features
whose extraction was the objective in the first place. This is a
unique capability of impulsive Raman, and no counterpart exists
for equivalent frequency domain spectroscopies. Accordingly,
it might find applications even in cases where the inherent time
resolution of this method is of no consequence.

The triiodide ion is a prime example for the utility of RISRS
as an applied spectroscopic method. Above, the information
provided by this spectroscopy concerning the ground state
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vibrational dynamics of I3- in solution has been outlined. Other
spectroscopic methods that provide similar relaxation parameters
are the resonance Raman and CARS methods. The later is
irrelevant in the triiodide case, because the dephasing times and
the vibrational period are of the same order of magnitude.
Resonance Raman spectra of triiodide have been collected and
analyzed by Myers and co-workers.23,24,69 However, the line
widths which best fit the data are nearly two times broader than
predicted by the dephasing times extracted from our data. A
priori this discrepancy does not necessarily identify which
method is providing the more accurate result. However, the
dephasing times measured match up favorably with line widths
appearing in preresonant Raman spectra. An exception in the
RISRS data was found when the pump and probe were
positioned at the peak of the absorption band the first harmonic
was found to decay more rapidly. This may indicate a possible
sensitivity of the decay time to the shape of the dynamical hole.
Further investigation in this direction is in progress. In view of
the close agreement of our data with the preresonant Raman
line widths, we conclude that it provides a more precise measure
of ground-state vibrational dynamics of fundamentals and higher
harmonics of I3-.

Along with the advantages elaborated upon above, the RISRS
technique also suffers from substantial limitations. As in the
case of resonance Raman spectroscopy, spectral interference
from long-lived excited state populations can mask the ground
state dynamics, or at least superimpose spectral modulations
from ground state coherences with others related to wave packet
motions in the excited state.78,79 Even in the I3- case, where
dissociation rapidly dissipates the excited-state density, there
exists the possibility of interference from spectral modulations
in the I2- product, because of its UV absorption band which is
centered at∼364 nm in relaxed diiodide. To test this possibility,
we duplicated a number of experiments which were originally
conducted using the lower excited state (λmax ) 364 nm), on
the intense absorption band centered at 292 nm. The lack of
significant differences in the results proves that contribution to
the signal from chemical modulations caused by coherent
vibrations of the product I2

-, which partly overlaps the lower
absorption band, are absent.

The analysis of the RISRS signals corroborates previous
measurements of the fundamental frequencies of I3

- in the
solvents tested.10,23,24,70-72 Compared to isolated gas-phase I3

-,
very small solvent shifts are observed for the symmetric stretch
mode.66 The measured frequencies agree very well with ab initio
calculations on isolated50 I3

-, which again indicates small
solvent shifts. The weak influence of the solvent is remarkable
in view of the strong interactions existing between the negatively
charged molecular ion and the surrounding solvent. The central
frequencies of the electronic transitions are also negligibly
influenced by solvation. Indeed a recent study by Choi et al.22

shows that the central frequencies in the gas phase are identical
to the ones in polar solvents.

The results related above not only scrutinize the process of
impulsive excitation itself but reveal the mechanisms of
vibrational relaxation active in the triiodide ground state. In a
previous RISRS study of I3

- in cooled ethanol solutions,
dephasing dynamics were analyzed using the Kubo line shape
theory.73-75 To do so, the dephasing contribution made by
population relaxation is estimated. In ethanol solutions, both
our own results76 and those of others77 demonstrated that
T1(vib) for the symmetric stretch at low excess vibrational
energies is between 3 and 4 ps at room temperature, and remains
in that range all of the way down to 100 K. A similar time

scale was also found for acetonitrile solutions at room temper-
ature. Given these values for the rate of population relaxation,
and that 1/T2 ) 1/T2

/ + 1/2T1(vib), with T2
/ representing the

pure dephasing time, we find that theT1 process makes only a
minor contribution to the dephasing of the symmetric stretching
mode of I3- in either solvent. Thus, pure dephasing must be
the primary mechanism leading to the loss of coherence in this
mode of vibration.

As stated above, an exponential model fits the dephasing
dynamics of both the fundamental and the second harmonic of
the symmetric stretching motions observed in ethanol and
acetonitrile. The second harmonic decays about 2.3 times faster
than the fundamental. Within the Kubo line shape formalism,
the exponential dephasing dynamics indicates that the medium
induced spectral modulations are in the fast modulation limit.
Accordingly, the inverse spread of momentary frequencies,
1/∆ω, must be substantially longer than the time scale for
stochastic changes of the frequencyτc. In terms of these
parameters, Kubo line shape theory80 provides the following
value of the dephasing time of the fundamental-T2

/ )
1/(∆ω2τc). The same stochastic frequency fluctuations which
give rise to dephasing of the fundamental must also be those
which kill the phase memory in the second harmonic as well;
thus, τc is identical for both. In contrast, the spread of the
frequencies for the second harmonic is twice as broad, and
within this framework, it is expected that the dephasing time
for the second harmonic would be four times as rapid. Within
this analysis, a subquadraticν dependence of dephasing times
is possible, but only in the intermediate to slow modulation
regimes, where the phase memory is markedly nonexponential,
contrary to our result.

Nonquadraticν dependence of dephasing rates such as that
observed here is not limited to the triiodide ion and has been
observed using other methods in a variety of molecular systems
in solution.81 These observations have led to active recent
theoretical debate concerning the underlying mechanisms for
dephasing.80

The exponential decay of the signals suggests that a semi-
group memoryless approach is sufficient to describe the
observations. In the past, a quantum Gaussian semigroup model
has been used to describe the dephasing.10 The model is an
alternative description of the fast modulation limit of the Kubo
line shape theory where the dephasing is caused by fast and
abundant frequency modulation induced by the solvent. The
Gaussian semigroup model also predicts quadraticν dependence
which is inconsistent with the observations. Latter we have
suggested an alternative Poisson dephasing mechanism,15 which
carries the view of isolated abrupt disruptions to the vibrational
dynamics. If the disruption causes a large phase shift, the model
can explain subquadraticν dependence. This viewpoint is
consistent with a recent study by Yamaguchi, who suggested
describing the dephasing dynamics by a binary collision model.82

The model originated in describing gas phase dephasing caused
by isolated elastic collisions from other gas particles.83 The basic
assumption is that each collision event is random and uncor-
related; therefore, the process is the quantum analogue of a
Poisson process.84 Yamagauchi applies the model to the
condensed phase environment on the basis of an analysis of a
large set of data from different molecules and solvents showing
that subquadraticν dependence is quite universal. A direct
simulation for the dissipative dynamics of the I3

- system by
solving the Liouville von Neumann equation with a Poisson
dephasing model is in progress. We are currently investigating
the appropriate model for describing the dephasing dynamics
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of I3
- by measuring the decay of high harmonics at reduced

temperatures. Thus, finally our combined efforts in experiment
and theory have come full cycle: starting out to characterize
elementary light induced processes and ultimately opening the
door for appreciating fundamental aspect of vibrational dephas-
ing dynamics in polar solvents.

VII. Conclusions

The comprehensive study of the RISRS process for the I3
-

molecular ion has resulted in a wealth of insight into elementary
light-matter interactions in condensed phases. The main points
are highlighted as follows:

(1) Experimental demonstration of coherent control of ground-
state dynamics which enables suppression of the fundamental
component or control of the amplitude and phase of the first
and second harmonic components in the transient signal.

(2) Theoretical analysis in phase space, in particular the
identification of the importance ofC2 symmetry of the density
in phase space is able to rationalize the control manipulations.

(3) Experimental sensitivity to intensity and chirp necessitate
a theoretical foundation which goes beyond perturbation theory.
The nonperturbative coordinate dependent two-level system
supplies a conceptual picture verified by experiment and
simulation.

(4) The suppression of the first harmonic provides for the
first time an accurate measure of dephasing dynamics for the
second harmonic symmetric stretching and other weak spectral
features in I3-.

(5) The dynamics and decay times of dephasing for the first
and second symmetric stretching harmonics contradict the
predictions of Kubo line shape theory. This is significant not
only because it points to shortcomings of a formalism which is
widely accepted for describing vibrational phase relaxation but
also because similar cumulant expansions of correlation func-
tions are fundamental components in universally accepted
frameworks for analysis of nonlinear optical spectroscopies.

Our accumulated knowledge concerning the I3
- reactant in

solution, has been a crucial ingredient in appreciating the
capabilities of the RISRS technique as a useful alternative to
frequency domain vibrational spectroscopies. It has served to
demonstrate that this molecule is taking its place as a valuable
model liquid-phase reactive system.
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