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ABSTRACT: The mechanochemical effects of 5 nm spherical heterogeneities on
the reactivity of shocked crystalline erythritol tetranitrate (ETN), an emerging
improvised explosive, are revealed for the first time. Reactive molecular dynamics
simulations in conjunction with the symmetric plate-impact technique, are
employed to characterize different stages of the process, including shock−void
interaction, void collapse, enhanced reactivity, and subsequent molecular
decomposition. The formation of supersonic nanojets from the proximal void
surface is observed to greatly enhance local heating following impact of the
nanojets on the distant void surface. It is demonstrated that the nanovoid collapse closely matches a Rayleigh-type hydrodynamic
bubble collapse, including a spherical-to-crescent shape transformation. The chemical decomposition mechanism of condensed
phase ETN is analyzed and is shown to follow a unimolecular path. The molecular decomposition of a defect containing crystal
occurs with significantly higher rates compared to the perfect crystal.

■ INTRODUCTION

Nanotechnology has revolutionized the traditional paradigm of
materials science and engineering, enabling the manipulation of
the building blocks of matter.1−5 At these ever-smaller
dimensions, mechanochemical effects may become predom-
inantly responsible for unique material responses toward
external stimuli.6−8 In the following, we examine the effects
of 5 nm diameter spherical voids on the shock induced
decomposition of an otherwise perfect, single crystal of
erythritol tetranitrate (ETN). Although it was first synthesized
in 1849, little is known about its decomposition mechanism and
response to shock loading. Recently, ETN has grown in
popularity as a “homemade” explosive due to the increasing
public demand and subsequent large scale industrial production
of its precursor, erythritol, used as a sweetener.9 The
development processes of efficient chemical probes and
taggants for “sniffing” of materials rely heavily on the detailed
chemical mechanisms, intermediates, and stable decomposition
products in the decomposition sequence of the explosive. Since
analytical methods still lack the necessary resolution for on-the-
fly analysis of the initiation pathways in condensed phase
explosives, atomistic simulations with femtosecond resolution
are a prime alternative.
Numerous computational studies have been carried out over

the past years to study the response of solid energetic materials
to impact, heating, and acoustic or electromagnetic stimuli.
However, many of these used an idealized representation of the
material, where the microstructural heterogeneities were
ignored, i.e., simulating a perfect single crystal.10−14 Conven-
tional and improvised explosives, in particular, are characterized
with heterogeneities such as crystal defects, grain boundaries,

inclusions, solvent residues, and crystal−binder interfaces that
may serve as sinks for external mechanical energy. It is generally
accepted that local defect sites in the material can serve as
energy localization sites (hot spots) and thus are an essential
step for a reaction runaway to occur, overcoming heat
dissipation channels so to sustain a stable detonation wave in
the material. Indeed, several different such initiation mecha-
nisms have been proposed over the years, including pore
collapse, shear, viscoplastic heating, work on trapped gases, and
Mach stems. Calculations suggested that collapsing pores are
the most effective mechanism.15 Localized material hetero-
geneities could form during synthesis procedures (i.e.,
incorporating impurities, dislocations) or during more
advanced material processing stages (i.e., forming cracks,
crystal−binder grain boundaries). Unfortunately, since the
pioneering works of Bobolev,16 not much progress has been
made in understanding the role of submicrometer and
nanoscale material heterogeneities from the experimental
point of view. The main reason is that most experimental
studies have concentrated on the effects of micrometer-
scale17−19 and millimeter-scale20 voids, since these are much
easier to incorporate and monitor in a controlled fashion using
conventional optical methods. Moreover, the spatial distribu-
tion of the voids is rarely known; thus a statistical interpretation
is usually sought.21 Thus, computer modeling and molecular
dynamics simulations play a pivotal role in the understanding of
hot spot initiation and related mechanochemical phenom-
ena.22−30 While there is no universal agreement on the optimal
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void size that leads to detonation for a given impact load, it is
generally assumed that void size should be in the range ∼100
nm to a few micrometers.17,18 On the other hand, it has been
speculated that ultrasmall voids do not produce high enough
temperatures during and after collapse; hence, eventually they
cool down and quench without influencing the material
decomposition rate. Recent USAXS measurements31,32 on
TATB-based explosives have identified a bimodal pore
distribution centered on 10 nm and a wider peak extending
from 50 nm to 2 μm. The nanoscale voids were attributed to
defects within the crystallites, while the larger voids were
assigned to voids between grains or grain−binder interfaces.
The passage of a shock wave inside a unit cell of a material is

an ultrafast process compared to the time scale associated with
the formation of secondary intermediates and final products. As
a result, most of the computational studies reporting on shock
induced initiation of condensed phase energetic materials were
limited to the short duration of the shock passage via the
studied system.14,33,34 This severe time restriction prohibited
the shocked system from reaching its chemical steady state, due
to shock reflection at the computational cell boundaries. Hence,
the chemical transformations occurring after the shock wave
passage were not considered. Consequently, any mechanism
that leads to delayed heating and subsequent decomposition
was disregarded. To overcome this time scale limitation in the
study of long-time chemical effects of nanovoids under shock
loading, ReaxFF simulations were conducted in conjunction
with the symmetric plate impact methodology35,36 (Figure 1).
This method allows us to study the reactive events occurring in
the Chapman−Jouguet state for durations up to ∼10 ns, as long
as the integration error is negligible and energy conservation is
satisfied. Typical reaction zone widths of several perfect single
crystals and plastic bonded explosives range from 10 to 400 ns
in duration.37 In the present study, the longest simulation
duration is 17.5 ps, an order of magnitude smaller than
experimental reaction zone widths; thus it is a compromise
between simulation time and steady state kinetics.

■ SYMMETRIC PLATE IMPACT SIMULATION
METHODOLOGY

Two different systems were prepared for subsequent symmetric
plate impact simulation. System 1 is a perfect, single crystal of
ETN, composed of 209 664 atoms (8064 molecules) with
dimensions 201.6 × 16.4 × 27.8 Å. The system is divided and
separated into two identical slabs of material which collide at a
desired impact velocity, simulating a symmetric plate impact
experiment. System 2 is the defected crystal system where a
spherical void of 5 nm diameter was introduced in each one of
the two slabs by removing the molecules inside the void.
Simulations used a time step of 0.1 fs and employed three-

dimensional (3D) periodic boundary conditions. Although the
force field chosen for this study was previously successfully used
to predict the decomposition chemistry of pentaerythritol
tetranitrate (PETN) in numerous studies,12,14,38 we validated
the force field to accurately reproduce density functional theory
(DFT) calculations of major unimolecular decomposition
channels of ETN, as shall be discussed in the text.
All systems were initially energy minimized using a standard

conjugate gradient procedure. Equilibration steps for the
temperature (NVT ensemble) and pressure (NPT ensemble)
were carried out on the minimized systems using a Berendsen
thermostat and barostat, respectively. Temperature was kept at
200 K and pressure was kept at 1 atm with coupling constants
of 50 and 500 fs, respectively. Equilibration simulations lasted
up to 10 ps so as to relax the initial thermodynamic state of the
systems.
The equilibrated systems (200 K and 1 atm) were subjected

to a three-stage symmetric plate-impact simulation strategy
(Figure 2). This approach was previously used mainly in studies

of shock wave propagation in metals and metal composites.35,39

Shock loading is simulated by the addition of an external
particle velocity, vp = 2.5 km/s in the present study, to each
atom in the left part of the material and a velocity, −vp, to the
atoms in the right slab. This impact velocity is slightly above the
longitudinal speed of sound in PETN, a very similar nitrate
ester in terms of chemical composition, structure, and
performance. To avoid material tension, both positions of the
left and right periodic boundaries of the computational cell
were dynamically adjusted according to l(x) = l0 − vpt. Following

Figure 1. (left) Cut-plane view of the initial equilibrated state. The system is composed of two identical slabs of material 2 Å apart from each other.
In each slab, all the molecules residing within a sphere of a defined diameter (5 nm) are removed to form a nanoscale spherical void and the
symmetric plate impact methodology is carried out. (right) Cut-plane view of the system a few picoseconds after the two identical slabs collided and
generated two oppositely propagating shock waves. Atoms are colored by the magnitude of their velocity, and shock propagation is in the [100]
direction.

Figure 2. (a) Center of mass velocity difference between the two
identical material slabs (km/s). (b) Schematic representation of the
simulation protocol. Top figure is the initial state of the system where
two identical but opposite velocities, up, are given to the two identical
slabs separated by a distance Lgap. Bottom figure shows the collision
and the resultant shock waves moving toward the boundaries at
velocities us.
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the collision between the slabs, two identical shock waves are
formed that propagate from the interface to the outward
direction in each slab. Once the two shock waves reach the two
opposite boundaries, the system corresponds to a singly, fully
shocked state. The instant in time where the two shock waves
arrive at the boundaries can be precisely determined from the
difference in the center of mass particle velocity across opposite
slabs.35,36 Once this stage is reached, the moving boundaries are
fixed and the system is allowed to evolve as a function of time.
This stage allows tracking shock-induced chemical trans-
formations which are decoupled from the time scale of shock
propagation and can be studied for much longer durations
compared with shock duration.

■ RESULTS
I. Density Map for Shock-Induced Decomposition.

The two-dimensional (2D) density profiles of the perfect and
defected systems are presented in Figure 3. It is clearly seen

that the shock wave propagation induces a fringelike pattern in
both systems. The initial impact at the collision between the
two identical slabs generates high density states along the
longitudinal direction. The propagation velocity of the shock
wave can be evaluated from the shock front position divided by
the respective time window. The calculated shock wave velocity
is nearly 6.7 km/s for a particle velocity of 2.5 km/s. This value
is smaller by 0.7 km/s compared to the detonation velocity at
the CJ state (7.4 km/s at d = 1.54 g/cm3). During the passage
of the shock wave through the system, the thermodynamic state
is still far from equilibrium. This is verified by the product
species evolution (Figure 7). The final density reached in the
fully shocked state is about 2.4 g/cm3. The presence of the
nanovoids results in drastic effects on the density variation
during the shock wave propagation in the material. The
presence of the nanovoids leads to formation of local low
density pockets, thus forming a low impedance interface, where
the upstream material is ejected into it in the form of a
supersonic nanojet. The nanojets propagate at higher velocities
to a greater extent than the rest of the material, with observed
velocities of up to 5 km/s, being twice the initial particle
velocity. Moreover, starting at t = 1 ps, the shock front
accelerates, as can be seen from its bending as time progresses
(Figure 3). This acceleration originates from the interaction of
the incident shock wave with the nanovoid having a

significantly lower acoustic impedance, hence leading to a
divergent shock−void geometry and shock focusing.40 The void
collapse dynamics are further analyzed and discussed below
(Figure 9). The formation of the supersonic molecular jets
together with the increased rate of collapse supports the
increase in shock wave velocity. This behavior is not seen in the
case of a single crystal ETN, where the propagation velocity of
the shock front remains largely stable. The lower average
density observed in Figure 4 for the nanovoid containing slabs

is related to the decreased amount of material in the initial slabs
used. The density reached following the shock loading in both
systems is approximately 2.4−2.6 g/cm3. Some oscillations are
evident in Figure 4 originating from the newly formed, highly
energetic, intermediate radicals at the plane of impact between
the two slabs. When local thermal equilibrium is reached at t =
10 ps (Figure 6), the oscillations disappear.

II. Temperature Map for Shock-Induced Decomposi-
tion. The impact and resulting shock wave generate immense
heating of the downstream material. While the upstream
material temperature is 200 K, the molecules near the impact
interface reach temperatures above 2000 K. During the shock
loading process that lasts here 1.5−2 ps, the heat wave is
generated mainly by pressure−volume work done on the
material, since the main chemical events occurring during this
process are endothermic (Figure 7). Comparing the two
temperature maps for the perfect single crystal and the defected
system clearly shows a drastic increase in the heated zone due
to the nanovoid during the shock wave passage inside the
system (Figure 5). Inside the voids, the average temperature
reaches 1700 K while the surrounding temperatures are in the
range 1200−1600 K. In contrast, in the case of a perfect crystal,
an intermediate temperature of 950 K is obtained throughout
the system except at the impact interface. The higher

Figure 3. Density evolution during shock initiation of ETN with a
particle velocity of 2.5 km/s. (left) Single crystal ETN. (right) ETN
with a nanovoid of 5 nm diameter. Black dots mark the position of the
nanovoids in both slabs of material. Note that the position axis is a a
unitless fractional scale in all figures, such that 0.0 is the position of the
left boundary and 1.0 is the position of the right boundary of the
combined slabs, in the longitudinal direction. The lowest density
values belong to the initial void between two material slabs and the
spherical nanovoid.

Figure 4. Late time density evolution following shock initiation of
ETN with a particle velocity of 2.5 km/s. (left) Single crystal ETN.
(right) ETN with a nanovoid of 5 nm diameter.

Figure 5. Temperature evolution during shock initiation of ETN.
(left) Single crystal ETN. (right) ETN with a nanovoid of 5 nm
diameter. Black dots mark the position of the nanovoid in both parts
of material.
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temperatures of the defected system accelerate material thermal
decomposition processes and the formation of intermediate
radicals, such as NO2 and NO observed in Figure 7. Similar
dramatic heating effects due to nanoscale bubbles in liquids
were shown in recent studies of nanobubble collapse in
liquids.41 The initial enhanced heating leads to a faster
temperature rise toward the final temperature as can be
observed from the late time temperature evolution in Figure 6.

The final temperature reached in the defected system reaches
nearly 4000 K, which is almost 500 K higher than in the perfect
system. Hence, the evolution of intermediate decomposition
products proceeds at much higher rates, as is shown in Figure 7.
Moreover, despite the small cavity diameter, the nanovoid
collapse follows closely the collapse dynamics of much larger
micrometer size bubbles in liquids; see Figure 9.

III. Reactive Events during and after Shock Loading.
The initial chemical events that take place during the passage of
the shock wave and at later times are presented in Figure 7.
After a short induction period of roughly 0.25 ps in the case

of a perfect single crystal, decomposition begins with the
unimolecular homolytic cleavage of the O−NO2 bond in parent
ETN molecules. The calculated bond energies predicted by
ReaxFF, 29 and 33 kcal/mol, are in good agreement with the
DFT values of 26.1 and 29.0 kcal/mol for the internal and

external O−NO2 groups, respectively. Since this route has the
lowest energy barrier among several possible unimolecular
decomposition channels, NO2 radicals are produced and their
amount steadily increases during shock loading. Remarkably,
the decomposition of ETN proceeds much faster in the
defected system. For example, by the time of t = 0.7 ps, only
20% of ETN was decomposed in the perfect system, while 30%
decomposition was reached in the defected system. This trend
closely matches the more significant production of NO2 radicals
in the defected system at initial times. The formation of NO
radicals is depressed in the perfect system, while in the defected
system a relative enhancement in NO production is seen.
Interestingly, no NO3 radicals are obtained in either system,
indicating that the competing nitro−nitrite isomerization
reaction, commonly responsible for the appearance of NO, is
suppressed under the conditions of shock loading at vp = 2.5
km/s. In addition to the effect on the early decomposition
events, the presence of the nanovoids affects the long-time
evolution of the decomposition process. In the case of the
defected system, the appearance of stable gaseous species, such
as H2O and N2, becomes noticeable much earlier than in the
perfect system. For example, the formation of H2O in the
perfect crystal system lags behind by approximately 1.75 ps
compared to the defected system. It is noteworthy to stress that
the enhancement of secondary intermediates and stable
products, i.e., “late chemistry”, would not be noticed in
ordinary nonequilibrium shock loading simulations due to the
time limitation imposed by the small computational cell
compared to the shock velocity. Thus, very large computational
cells and as a result prohibitively expensive computational
resources would be needed to observe such effects.34 The major
carbon-containing product observed in the simulations is CO2
for both systems. This is because ETN, a secondary nitrate
ester, has a slightly positive oxygen balance.42 Since there are no
experimental measurements or theoretical predictions of the
shock initiation of ETN that we are aware of, it is of interest to
compare the chemistry obtained in our simulations to previous
shock initiation simulations of PETN.14

In the paper by Budzien et al., two particle velocities (3 and 4
km/s) were simulated by the ramming of a PETN perfect single
crystal toward a repulsive wall.14 It was found that the main
difference between the two shock velocities was the time
required to reach the same qualitative behavior. Hence, the
secondary and final gaseous products were produced much
faster in the strongly shocked system. Similarly, this effect
manifests itself in our simulations, where the presence of the
nanovoid induces substantial local heating. In turn, this
develops a “time gap” between the species evolution when
comparing the perfect and defected systems. Additionally, it
was found that the main initiation reaction under both impact
speeds was the cleavage of O−NO2 bond,

18 as is also found in
our simulations. This should not be surprising, since both ETN
and PETN show very similar detonation properties as were
recently measured.43 The results related to the production of
detonation products can be compared to estimations based on
equilibrium codes such as Cheetah, although with great caution.
Experimentally, the product distributions are known to depend
on the temperature44 and loading conditions.45 Therefore,
different experimental methods might differ in their estimation
of relative amounts of decomposition products. Moreover, our
results correspond to the compressed CJ state, while
experimental measurements typically sample from isentropi-
cally expanded and cooled systems. According to Cheetah

Figure 6. Late-time temperature evolution following shock initiation
of ETN. (left) Single crystal ETN. (right) ETN with a nanovoid of 5
nm diameter.

Figure 7. Evolution of reactive events during shock initiation of ETN
with particle velocity of 2.5 km/s. Filled circles refer to the case of
defected single crystal, and empty circles refer to perfect single crystal.
Representative radical intermediate decomposition species are also
shown, while transient, covalent ETN−ETN dimers have been
omitted for clarity.
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calculations,43 the major decomposition products and their
molar ratios for ETN are H2O (0.31), CO2 (0.41), and N2
(0.17). Although thermochemical product distributions are the
outcome of a full chemical equilibrium state reached by the
products, it is still possible to qualitatively compare the product
distributions to the quasi-steady-state distributions obtained in
our simulations. The mole fractions obtained here are H2O
(0.58), CO2 (0.14), and N2 (0.27). The differences observed in
these values are due to the aforementioned reasons. It is known
that further expanding the detonation products in variable-
volume simulations usually leads to much better agreement
with thermochemical estimates.14 It is also possible to compare
the ratio between the amounts of a product species relative to
the initial number of ETN molecules. The asymptotic relative
amounts of the decomposition products obtained in our
simulations, H2O (1.1), CO2 (0.25), and N2 (0.44), match
closely to those reported for shock loaded PETN:14 H2O (1.1
± 0.2), CO2 (0.20 ± 0.2), and N2 (0.23 ± 0.2).
IV. Atomistic Dynamics of a Nanovoid Collapse. To

obtain insight into the nanovoid collapse dynamics, the process
is analyzed in terms of the displacement vectors of each atom in
the system. Figure 8 presents snapshots of particle position

displacements at different times. The snapshots are of a 15 Å
wide slice along the computational cell, starting with the initial
system and ending with the final collapse of the nanovoids at t
= 1.45 ps after impact. The green vectors attached to each atom
near the nanovoid boundary are proportional to the displace-
ment of the atom relative to its position in the initial state. Each
atom is also colored by the magnitude of its displacement, so at
t = 0 ps where every atom is at its initial position, no net
motion occurs. Once the two slabs collide and the shock waves
reach the nanovoids, ejection of molecules into the void is
observed and represented by the large displacement vectors.
The fastest molecules reach velocities of up to 5 km/s. In the
final stage of the collapse process at t = 1.45 ps, the two
nanovoids are compressed with hot gaseous species mainly
composed of NO2 and the remaining fragment from ETN after

homolytic bond cleavage (ETN-NO2). The normalized
variation of nanovoid average diameter at different instances
during the collapse process is presented in Figure 9 (see details

below). It is clearly seen that after about 0.8 ps the nanovoids
are no longer spherical; in fact, their spherical shape becomes
sheared when the shock hits the proximal void surface at
approximately t = 0.6 ps, and a crescentlike shape is obtained.
It is of interest to compare the dynamics of the 5 nm void

collapse with that of macroscopic pores to examine if there is
any size effect associated with the shock−void interaction and
in the detonation chemistry. In a recent study of a single pore
collapse using continuum scale simulations,46 pores of
diameters in the range 0.05−1 μm were introduced into an
otherwise homogeneous 1,3,5-triamino-2,4,6-trinitrobenzene
(TATB) 2D slab for several input shock pressures (10−36
GPa). It was found that the proximal pore surface jets across
and closes the pore around twice the speed of the shock front.
A similar phenomenon was observed in our simulations, where
the molecular jets traveled up to 5 km/s, which is twice the
particle velocity. In addition, it was revealed that the collapse
process is not spherically symmetric but is of a toroidal shape
much like that observed for the 5 nm diameter voids in the
present simulations. Interestingly, from the analysis of burning
front velocities, it was shown that small pores (on the order of
50 nm) can in fact burn a significant amount of material before
stagnation for higher shock pressures (24−36 GPa). In
comparison, for the 2.5 km/s particle velocity and 5 nm
diameter void case, in the present simulations, the pressure
reaches a value of 24 GPa. This demonstrates the importance of
nanoscale voids in the material. Finally, it is worth noting that
isolated nanoscale voids might be subcritical in the sense that at
some point they shall self-extinguish due to heat losses by
conduction to surrounding material; however, taking into
account the spatial distribution of material defects raises the
possibility of void−void coalescence which can lead to
significant material burnup and subsequent detonation.
To obtain a quantitative measure of the collapse dynamics,

the nanovoid effective diameter was calculated in the following
manner. The inner area of the void was measured using image
analysis techniques, and an effective diameter was estimated
based on the formula for a circle. This method is more accurate
than other methods used in the literature, such as evaluation of
the diameter using a few representative line segments across the

Figure 8. Time snapshots of a thin slice (10 Å) of the two colliding
ETN parts. Atoms are colored by the net atomic displacement realtive
to the initial state (t = 0 ps). Green arrrows are used for the
visualization of the net displacement, and a surface reconstruction was
used to better visualize the void collapse dynamics. (a) t = 0 ps, (b) t =
0.8 ps, (c) t = 1.4 ps, and (d) t = 1.6 ps.

Figure 9. Change in effective diameter of the nanovoid as a function of
time during the passage of the shock wave. Error bars represent the
uncertainty in determining the effective length based on the image
processing method. Results were fitted to a power law with
resemblence to the Rayleigh collapse of a bubble in a liquid.
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void from the circumference and calculating the average line
length.47 To quantitatively characterize the collapse dynamics, a
numerical fitting procedure was performed for the calculated
series of void diameters as a function of time. The data was
fitted to a power law of the form

=
−

α⎛
⎝⎜

⎞
⎠⎟

D
D

t t
t0

c

c

where D is the void diameter, D0 is the initial void diameter, tc
is the full-collapse time, and α is a power coefficient. This
functional form is based on a continuum level description of the
collapse of a bubble in a homogeneous media due to
Rayleigh.48 The resulting fit together with the calculated data
points are presented in Figure 9. The fit quality is high, with an
R2 value of 0.976, indicating that the process agrees well with
the assumed collapse mechanism. The full-collapse time is 1.4
ps, in excellent agreement with the value obtained from the
simulations (1.45 ps). The exponential coefficient is deter-
mined to be α = 0.19, which is approximately half the value for
a classical Rayleigh collapse (α = 0.4). The initial structure of
the void is a sphere with an average diameter of 5 nm. This
structure remains stable during the first ∼0.6 ps which is the
duration it takes the shock wave to arrive at the void surface. As
the shock starts to compress the void, nanojets form and are
ejected into the void. The void is compressed and sheared, and
its diameter shrinks accordingly. The shrinkage of the void can
be seen as an inertial process, much like the collapse of single
bubble sonoluminescence in water.49 This is evidenced by the
steadily growing velocity of the inward collapsing void walls. An
estimate of the collapse velocity can be obtained by
differentiating the numerical fit of the collapse dynamics with
respect to time. The following velocities for the initial (t = 0.6
ps), intermediate (t = 1.0 ps), and near-final (t = 1.35 ps) wall
velocities were obtained: 1.0, 1.8, and 9.6 km/s, respectively.
Since the impact speed is high enough, the void collapse falls in
the hydrodynamic regime. Therefore, the Rayleigh formula
could be used to calculate the void collapse time using the
relation

τ ρ=
Δ

D
P

0.45c

where ρ is the mass density, ΔP is the pressure difference across
the void surface, and D is the void diameter. Using the values of
the nanovoid, one obtains the critical time for the collapse, tc =
1.44 ps, in excellent agreement with the result obtained in the
simulations (Figure 9). This is quite unexpected since
Rayleigh’s formula does not take into account effects of
viscosity or surface tension of the nanovoid. Furthermore, the
aforementioned formula was derived under the assumption that
a bubble is embedded in a uniform fluid, which is clearly not
the case when the shock impacts the nanovoid in ETN.

■ CONCLUSIONS
The current study employed reactive molecular dynamics
simulations based on the ReaxFF force field in conjunction with
the symmetric plate impact methodology to study the
mechanochemical response of crystalline improvised explosives.
ETN, which is the nitrated form of the popular artificial
sweetener, erythritol, was used as an example. It was
demonstrated for the first time that the presence of nanoscale
voids (5 nm diameter spheres) are sufficient to induce dramatic
effects on the shock propagation characteristics and enhance-

ment of the chemical decomposition in ETN. The formation of
supersonic molecular nanojets was observed inside the 5 nm
diameter void that resulted in local heating and an enhanced
chemical decomposition rate. Moreover, it is revealed that the
rate of void collapse closely follows the Rayleigh equation for
bubble collapse in a homogeneous medium. This further
induces the shock wave to travel faster, which is evident from
inspection of the calculated density map. This behavior is not
seen in the case of a perfect single crystal ETN, where the
propagation velocity of the shock front remains largely
constant. Higher temperatures that operate in the defected
system lead to enhanced rates of molecular decomposition
which in turn promote the generation of larger amounts of
intermediates and stable final products, such as H2O and N2,
although without altering the nature of the decomposition
sequence which remains the unimolecular N−NO2 bond
cleavage. The carbon source almost entirely transforms into
CO2, which agrees nicely with experimental evidence and the
positive oxygen balance of ETN. Remarkably, the presence of
the 5 nm void does affect both the initial response of the
material and the long-time chemistry in the defect containing
system. The observation of late chemistry, on time scales much
longer than shock propagation in the computational cell, was
possible with the plate impact methodology used in the present
study. The present study sheds light on the decomposition
mechanism and response to shock loading of ETN, and thus
should greatly assist future experimental characterization of this
emerging improvised explosive.
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